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ChatGPT for Physicists (and Engineers): Unveiling the Power and Potential of Large Language Models

In the ever-evolving computational landscape available to physicists, Large Language Models (LLMs) like ChatGPT are 
emerging as potent tools. This talk aims to offer both a foundational and applied perspective on LLMs, tailored to cater to the 
physicist's inquisitiveness.

In the first segment, we delve into the intricate mechanics behind LLMs. We'll start by exploring how words and phrases are 
transformed into vectors in high-dimensional spaces through embedding, capturing their semantic essence. This will be 
followed by an exploration of positional encoding, which ensures the models retain the sequence order, a cornerstone for 
understanding context. The journey continues with the self-attention mechanism, shedding light on how models discern the 
significance of different words in a sequence. Culminating this segment, we'll unravel the transformative architecture of 
transformers, the linchpin of the Natural Language Processing domain and the backbone of ChatGPT.

Transitioning to the practical realm, attendees will discover various applications of LLMs for the modern physicist. From crafting 
compelling recommendation letters with the aid of ChatGPT to enhancing ideation processes by leveraging its expansive 
knowledge and creativity, the possibilities are vast. Finally, a glimpse into how straightforward data analysis tasks can be 
augmented using LLMs will be presented.

Concluding the talk, a balanced discourse on the strengths and limitations of LLMs will be provided, guiding physicists and 
engineers on how best to wield these models. Join us for this immersive dive into the transformative potential of ChatGPT in the 
world of physics and engineering. (This abstract was written by ChatGPT-4 August 3, 2023)
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• Introduction to AI
- Neural networks
- Machine learning
- Large Language Networks (LLN)

• Practical Applications of ChatGPT
- Writing text
- Summarizing text
- Coding: Write, check, comment
- Plugins: PDF, …
- Code interpreter (Advanced Data Analysis)

Agenda
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• AI has risks and opportunities
• My way: learn some details and 

make best use of it
• Will share my experience with 

you today from the perspective 
of a physicist

• Some of you might be even 
more experienced, but I hope 
there is something for 
everybody

• This talk may change the way 
you work

• Think about how Google search 
changed your way to work

• In the second part I want to 
hear ooohs and aahs



• Polynomials can fit any function
• A neural net is a kind of polynomial
- node adds inputs and applies 

activation function like in our brain

Neural Net - Polynomial
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• Training a Neural Network is very 
similar to fitting a polynomial to a 
function:
- Create a c2 and minimize it
- Gradient method: calculate partial derivations 

of all parameters and adjust them

Machine Learning
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https://playground.tensorflow.org

Interactive Training Demo
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Text can be predicted using probabilities, see your smartphones 
autocomplete function:

Text generation
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I will  
do
come
be

13.4 %
11.2 %
8.1 %



• How big a table with probabilities do we need ?
• Assume we have 10,000 words and make a sentence with 10 words:

• Probability table with 1040 entries is not possible
• Most of the 1040 sentences make no sense
• All meaningful sentences are still too big to fit in a table
• à Approximate the probability table with a Neural Net

Text generation
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word  word  word  word word  word  word word  word  word
104   x  104 x  104 x 104  x  104 x  104 x 104  x  104 x  104 x 104 = 1040 

I 
will do

I 
will
do

it



Labeled learning:

Machine Learning
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Cat

Cat Cat Dog Cat

Un-labeled learning:

I 
will
do

it



• Meaning of words in a sentence depend on their order

- Goliath has defeated David
- David has defeated Goliath

• Meaning of words in a sentence depend on their context

Meaning of words in sentence
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- I walk across the street to the other bank            à financial institution
- I swim across the river to the other bank              à land along a river

Words have different 
weights to influence 

the context



• Neural nets need numbers as input
• Simplest method: Give each word a unique number
• Better method: Encode words in a vector 𝒗𝒊

Word embedding
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man woman king queen
king

queen

man

woman
king – man + woman = queen

• Typical language models use i=512 dimensions
• Similar words should have similar vectors
• Coordinates are derived from training
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Position encoding
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Note: 
Current models use alternating sin/cos and 
different frequencies, so distance of words can 
be easily calculated from vectors.
https://kazemnejad.com/blog/
transformer_architecture_positional_encoding/

https://kazemnejad.com/blog/transformer_architecture_positional_encoding/
https://kazemnejad.com/blog/transformer_architecture_positional_encoding/


Position encoding
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• Context matters!
• We need a mechanism that considers neighboring words 

to enhance the meaning of the word of interest
• Idea: use vector dot product of vectors
à large for similar word
à zero for perpendicular vectors

Context encoding

2 May 2023 Page 14

bank
fund

finance
money

payment

river

canal

water

𝑠%' = 𝑣%𝑣'
(

1 0.2 0.5 0.2 0.5 0.5 0.5 0.5 0.5

0.2 1 0.5 0.5 0.8 0.5 0.5 0.5 0.7

0.5 0.5 1 0.5 0.5 0.5 0.5 0.2 0.2

0.2 0.5 0.5 1 0.5 0.5 0.5 0.5 0.5

0.5 0.8 0.5 0.5 1 0.5 0.5 0.5 0.7

0.5 0.5 0.5 0.5 0.5 1 0.5 0.5 0.5

0.5 0.5 0.5 0.5 0.5 0.5 1 0.5 0.2

0.5 0.5 0.2 0.5 0.5 0.5 0.5 1 0.5

0.5 0.7 0.2 0.5 0.7 0.5 0.2 0.5 1

I swim across the river to the other bank
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𝑣: word vector
𝑠: similarity



• Word vectors 𝑣! in 512-dim space
• Similarities 𝑠!" = 𝑣!𝑣"# 

• Weights 𝑤!" = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥(𝑠!") =
$!"#

∑ $!"#
	 ∑𝑤&' = 1

• Modify word vectors by matrix multiplication

 𝑦& = 𝑣&×𝑤&'

• Word vectors are rotated in 512-dim space, 
influenced by neighboring words

• If a word has similar neighbors, 
it’s rotated similarly

Vector rotation
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• Word vectors 
à Similarity Matrix 
à Rotation (Matrix Multiplication) 
à Normalize Matix 
à Contextualized representation of word vectors

• Add Machine Learning by weighting original 
words with matrix of weights derived from training 

à Self-Attention Mechanism

• Put several Self-Attention Mechanism in parallel 
à Multi-headed Self-Attention Mechanism

Self-Attention Mechanism
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Lookup for translations

Traditional Database Lookup
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Lookup with Neural Nets
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Putting all together: Transformer
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https://arxiv.org/abs/1706.03762 
June 2017

En
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https://arxiv.org/abs/1706.03762


• Transformer Mechanism + Huge Neural Network + … à Large Language Model (LLM)

• https://en.wikipedia.org/wiki/GPT-3

• 2048 Tokens (2-chars + <EOS> + punctuation)

• 92 hidden network layers

• 175 Billion Parameters, 800 GB of storage

• Trained with 1.8 PB of text (500 B tokens)

- 3% Wikipedia

- 16% Books1 & Books2

- 81% Common Crawl + WebText2

• 305 Years for training à 
~ months on huge cluster, cost ~5 M$ 

• Training data until Sept. 2021
• Pre-training plus fine-tuning: 

Generative Pre-trained Transformer 3 (GPT 3)

• Free version of ChatGPT at https://chat.openai.com

ChatGPT 3
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2048

92

175 x 109 
parameters

https://chat.openai.com/


• https://en.wikipedia.org/wiki/Hallucination_(artificial_intelligence)

• ChatGPT is good to generate nice text, but NOT to produce correct output
• Is 17077 a prime?
- Solution is not present in training data
- Solutions learned: 
- 17 is prime since it can only be divided by 1 and 17
- 77 is not a prime, it can be divided by 7 and 11

- Hallucination:
 
 17077 is not a prime, since it can be divided by 7, 11 and 17

• LLM cannot deal with a situation where it is not trained in

Hallucination
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https://en.wikipedia.org/wiki/Hallucination_(artificial_intelligence)


The output of a Large Language Model 
is “mostly” correct

Use it for cases where you can double check or 
do not rely on the correctness of the output

Important Lesson to be learned
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“Stammtisch” (pub) 
discussion



• Write some recommendation for a colleague
• Write in different style and tones

Write some text
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Write some recommendation for my colleague Dr. Stefan Ritt. He works in particle physics, is very knowledgeable about data 
acquisition and computing, a nice guy, and started using machine learning. He even gave a talk about ChatGPT for physicists.



• Write some recommendation for a colleague
• Write in different style and tones

Write some text
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Brainstorming
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Ask some questions, but double check
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Summarize text with PDF plugin
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Note: Requires paid version of ChatGPTCan you please summarize h1ps://www.psi.ch/en/media/71845/download



Write web page
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Word Clouds
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IMPACT CDR



Write code
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CLion AI Assistant
https://www.jetbrains.com/clion/



CLion AI Assistant
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CLion AI Assistant
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LLM cannot calculate
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ChatGPT 3.5 ChatGPT 4

17077 / 3 = 5692.333…



Code plug-in can calculate
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ChatGPT 4 + 
Code Interpreter

Note: Requires paid version of ChatGPT



Example of data analysis
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Conclusions
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• LLM will be all around us in a few years
• Call-centers, MS Office

• There are opportunities and threats

• My way to deal with this is to learn as 
much as possible about the technology, 
understand its strengths and 
weaknesses, and make the best possible 
use of it



• https://chat.openai.com
• https://www.youtube.com/watch?v=bSvTVREwSNw
• https://www.youtube.com/watch?v=iR2O2GPbB0E
• https://www.youtube.com/watch?v=lnA9DMvHtfI
• https://www.youtube.com/watch?v=kCc8FmEb1nY
• https://www.youtube.com/watch?v=g2BRIuln4uc
• https://www.youtube.com/watch?v=XowwKOAWYoQ
• https://www.youtube.com/watch?v=5MaWmXwxFNQ
• https://www.youtube.com/watch?v=KmAISyVvE1Y
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