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Overview
Solaris is a replica of the MAX IV 1.5 GeV Storage Ring and parts of the injection system 
being concurrently built in Sweden.

First electrons - December, 19th, 2014

First light – June/July 2015 (in progres)

Firs users – March 2016

Agreement established between Jagiellonian and Lund Universities for mutual cooperation 
in the construction of Solaris based on MAX IV.

Solaris team was hosted at MAX-lab and participate in project activities and training.

Sharing of mutual resources.

Procurements for Solaris are as options in MAX IV tenders.

The Project



The Machine



Beamlines

BL-04BM – PEEM
• Banding magnet based
• In assembly
• EMITEC end-station
• XAFS endstation

BL-05ID – UARPES
• Turnkey delivery by Elettra
• Undulator ID
• Control system commissioning
• PREVAC end-station



Time frame
• Building overtake: May 2014

• Installation

• Linac finished, September 2014

• Storage ring, May 2015

• Commissioning in progress

• First stage: September2015
• Commissioning continuation
• Development

• Application to be sent for
• New beamlines

• Extenstion to top-up

• FEL

Status



• Solaris is collaborating with PL-Grid on development 
of a Digital User Office

• The system will be based on the EGI e-grant system

• PL-Grid will deploy the system also to support local PL-Grid users

• The system is highly customizable

• It provides brokering functionality 

• Federation friendliness is one of the main feature
• Integration with Umbrella

• Integration with Way For light

• Connecting Solaris users with PL-Grid users (references)

DuO for Solaris



User profile management

Processes that require interaction between users and operators (grant request handling)

Tools for operators (searching, operation of preselected objects)

Authentication and attributes management (OpenID Connnect)

Messaging management (e-mail, notification in web-portal)

Helpdesk implemented based on Atlasian JIRA

EGI solution overview



Application parameters 
configured with YAML

Workflows 
configured with 

YAML

DuO for Solaris



DuO for Solaris

They use diffrent
names and a bit 
different parameters set 
for EGI ;)



Reporting functionality



• Systems are build based on microservice architecture, which makes it 
scalable, extensible

• Components are connected using protobuf+rabbitmq
• Components can be developed in different programing languages 

(currently using PHP, Java, Python)
• Additional REST APIs possible (if needed)
• Authorisation is based on modern web-based OpenID Connect, which 

is ready for federation but also can take accounts from LDAP (thanks to 
Unity).

• PLGrid system is deployed on 4 virtual machines, using MySQL as 
database

Technology summary



Analysis of 
available solutions

Till 04.2015

Requirements 
gathering

05-09.2015

Development

07-06.2016

Demo ready

09.2015

Production 
version 1 

ready

03.2016

Solaris DUO timeline



UO

Verify data (UO 
login and password)

Verify data

Login using

UO account
(Button: Login)

Umbrella account
(Button: Use Umbrella login) 

Redirect to the 
Umbrella login page

Login or password 
is incorrect

View an error 
(Invalid user name 

or password!)

Login and password 
are correct

Log in the user to 
the UO system

The user is logged in 
to the UO

The user is 
logged in to the 
Umbrella (active 

SSO session)
No

Yes

Log in the user to 
the UO system 

using SSO
The user is logged in 

to the UO and Umbrella

DUO account is 
linked with 
Umbrella 
account

Yes

No

Yes

View an error
(HTTP status code)

No

Link Umbrella 
account with UO 

account

Accounts are 
linked

Umbrella in requirements



Find a way



Asking for lift



• User needs to follow multiple applications 

• Each institute is processing the same proposal in a 
bit different ways

• Institutes does not know if the user sent the application to 
others

• User can be granted by multiple laboratories and his decision 
may need rescheduling for beamlines he doesn’t choose 

• The goal is to give a user resources and services 
that match his needs

Matching process consideration



Match

scientific committee

beamline

call / availability calendar

services

scientific case

technic

schedule

amenities

Is it possible to focus on scientific 
case and minimize effort to match 

technical requirements?



EGI case

reviewer

cluster

storage

storage

scientific case

CPUs

data

amenities

matchmakere-grant



• Solaris is collaborating with PL-Grid on development 
of a Digital User Office

• The system will be based on the EGI e-grant system

• There are similar use cases between light source facilities and 
clusters

• The system is highly customizable

• It provides broker functionality 

• It can support users in choosing the right laboratory

• It can support laboratories in awarding proposals

• Are the European Laboratories interested in even more 
federated approach?

• CERIC is interested in

• HZB is interested in

Summary



Thank You
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