Task 10.4: interoperable data
treatment software

Stephen Cottrell, Rutherford Appleton Laboratory, ISIS, United Kingdom
Pietro Bonfa, University of Parma, Italy

— Automated user-friendly workflows
— Atomistic modeling software MANTiD

— MSR specific software release
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Context of the Task...

Muon spectroscopy is a complementary technique

User groups increasingly make use of both neutrons and muons in their research
— there are examples of studies where results would not have been possible
without a muon experiment

Interoperability under an established platform is therefore beneficial
- to the users ... e.g. familiar environment, well supported, many features
- to the developers ... e.g. established environment, well supported, code reuse

Experiments are becoming more diverse and systems more complex
The user community is becoming more diverse and less specialised

A detailed knowledge of muon sites is a huge asset to effective analysis

However, reaching this goal is complex, methods for reliable
modelling/simulation not yet properly understood

Therefore, bringing together groups working in this area and exploiting wider
expertise will be hugely beneficial to the project
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Developing Interoperability

Mantid appears to be an ideal platform for hosting ...
* Python subroutine library for site refinement
* visualisation tools

/ DFT codes \
L N\ Atomic Simulation

Site Information Spin Density <:> Environment

Quantum/Dipole Field subroutine libraries Visualisation Tools
\ T \
v v

Simulated Spectra  — > Data Fitting Explore candidate muon site, <:> Neutrons
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Bringing interested groups together

Several uSR groups (incl. Parma, Oxford and Durham) are ...
* working to develop DFT methods for predicting the muon site

* exploring methods for simulating uSR data, such as dipole field calculations

There have been a very successful series of site calculation meetings (NMI3 I/Il)
We suggest following this up with a Workshop (end 20167?) ...

Meeting to discuss techniques for calculation of the Muon Site

12:00pm, 19* March, 2014

The Workshop will allow (at least) ...

* sharing of ideas and strategies for both DFT |
and dipole field calculations

* Understanding requirements for the
visualisation of results

* establishing standards for a subroutine library
for sharing codes

17:30 Coffee and Discussion

18:00 Meeting close
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Sharing expertise beyond puSR

Potential for sharing DFT knowledge/skills/resources through (for example) ...

* links with Theoretical and Computational Physics group within
STFC Scientific Computing department

* possible use of resources such as CASTEP and HPC
building links (as appropriate) with DFT work ongoing in the neutron community

For example ...

* Two year PDRA recently appointed by the Theoretical and

Computational Physics group to work on research projects in
collaboration with the muon community

* Francis Pratt (ISIS) is guiding this collaboration
* PDRA gave a presentation at the recent Muon School
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Enrollment

e 1t Nov.: Ph.D. student Ifeanyi John Onuorah

— Experience:

o Master degree @ International Centre
for Theoretical Physics

o Thesis: Ab-initio Simulations of Sodium Superoxide

— Work:

e DFT & code development and
deployment under the supervision
of Prof. Roberto De Renzi (RDR).

e De Renzi will charge 300 h over 3 year to the project.

— De Renzi charged hours + Onuorah Ph.D project will
fulfill the Parma task.

e 16t Jen.: Postdoc Research Fellow Pietro Bonfa

— Fund provided from University of Parma

— Working full time on DFT+pu
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DFT & pSR

Quoting from PSI website:

“The majority of the proposals is devoted to

. L.
magnetism and superconductivity.
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DFT & USR

e Muon site identified in

— M N Sl PRB 89, 184425 (2015) - J.Phys.Chem.C 119, 4278 (2015)

— MnGe .xivis020175
— MNP axivi603.03367

6

~- T- La ZCU 04 P.B. Doc. Thsis

— Fluorides s 87, 121108 (2013) {

— lron Pnictides SC

Convinced?

O
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Requirements

e Medium size computer cluster (~64 cores)
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Requirements

e« Medium size computer cluster (~64 cores)

Titan X550 - Dnual CPUs Intel Xeon E5-2600 Haswell V3 Series Quad Tesla GPU Computing Server up to
36 Cores

Starting Price: $3,725.00

Paying taxes and the Titan X550 are the only things you can be certain of in life. This is what happens when you ask
us to “make you one with everything”: we do and this is it, well as far as dual CPU workstations go. Scientific, creative
or any computing task is no problem for even the hase model X550, Need more power? Capable of using up to four Tesla
cards for GPU Computing and up to 36 CPU Cores with these expansion options the sky is practically the limit.

Processors: Memory: Video Card: Hard Drive: Warranty:

Dual Intel Xeon 16GE (4 x 4GE) 288 Pin NVIDIA Cuadro KE20 2GB 10k SATA3Z Lifetime labor &
E&2600 v3 Series DDER4 SDEAM DDE4 128-hit DDR3 PCI Express (6Ghps) ports. Technical Support + 2
Haswell Up to 36 2133 (PC4-17000) ECC  2.0x16 Workstation Video RAID Years Replacement
Fhysical cores and 72 Server Memory Card and Up to four Nvidia 0f1/5/10 Parts. Also covers

cores w/ Hyper Expandable to 1TB Cuadro or Tesla Cards. Capahle. International customers.
Threading. (RDIMM)

LEARN MORE p
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LEARN MORE p

e« Some experience with DFT

(difficulties with pseudopotentials, accuracy of mean-field
approaches for magnetic materials)

SINE2020 WP10 - 1st Coordination Meeting



Gotcha/Fiasco

v Candidate muon sites
® Stable muon sites
x Population of muon sites
x Fermi contact interaction (?)
x Interaction with light nuclei

In sight...

Stability of candidate muon sites
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Quantitative results
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Dealing with uncertainty

e Bayesian analysis

Available online at www.sciencedirect.com

. . . Physics
SciVerse ScienceDirect

Procedia

Physics Procedia 30 (2012) 113 - 116

A Bayesian approach to magnetic moment determination using uSR

S.J. Blundell**, A. J. Steele?, T. Lancaster?, J. D. Wright*, F. L. Pratt®

Clarendon Laboratory, Department of Physics, Oxford University, Parks Road, Oxford OX1 3PU, UK
bISIS Facility, Rutherford Appleton Laboratory, Chilton, Oxfordshire OX11 00X, United Kingdom
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Dealing with uncertainty

Example: MNO

pdf of manganese moment Mn moment
given the observed v

the pdf of dipole fields for

r >0.17 nm
u-any
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Kindly asking for NS tools

 The analysis of USR data in magnetic systems is
getting progressively similar to the refinement of
neutron scattering data!

MAGNETIC STRUCTURE DETERMINATION FROM POWDER
DIFFRACTION USING THE PROGRAM FullProf

JUAN RODRIGUEZ-CARVAJAL

Laboratoire Léon Brillouin, (CEA-CNRS), CEA/Saclay, 91191 Gif sur Yvette Cedex, FRANCE
E-mail: juan@lib.saclay.cea.fr
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Kindly asking for NS tools

e The analysis of muSR data in magnetic systems is
getting progressively similar to the refinement of
neutron scattering data!

3 The search for the propagation vector and symmetry analysis.

The first problem to be solved before attempting the resolution of the magnetic structure
is the determination of the propagation vector(s), i.e. its “periodicity”. To find k is
necessary to index the magnetic reflections appearing below the ordering temperature.
With a single crystal the task 1s somewhat easy, but is tedious for a powder because only
the module of reciprocal vectors 1s available. We have developed a method for searching
the propagation vector of a commensurate or incommensurate structure implemented in
the program SuperCell [5]. Once an approximate propagation vector is obtained the
symmetry analysis according to references [4] can be started. The program Bas/reps may

be used for obtaining the vectors S:;; (;\) in Eq.7 for each crystallographic site occupied

by magnetic atoms.
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USR magnetic data analysis flow

|dentify k vector

requirements: low symmetry site

Select k vector

v !

Loop on Sk

Compare with # fields

|dentify long range order

requirements: knowledge of the local
moment on magnetic atoms

Loop on Sk | *
47

Compare with local fields
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Complication

Additional
parameter
e Contact hyperfine
field
Ab initio

estimation
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Muesr (muon Embedding Site Refinement)

Tool written in Python+C (simple integration with Mantid).

e Present features
— Dipolar sums with 1-k commensurate and incommensurate structures.
— Visualization of magnetic structures
— Automatic symmetry detection (via spglib)

e Needs adjustments/developments
— Cumbersome magnetic structure description

for mcif in mcifs:

— Magnetic CIF parsing
— Multiple propagation vectors

m.load mcif(mcif)

— Contact hyperfine field
— Documentation (!)

m.sym_search()

o Open prob|em5 m.muon_set_frac('0.375 ©.375 0.635')
— Visualization strategies m.muon_find_equiv(3)
res=m.locfield([168, '_.ff:J-B, '_-.-E:J, zuz:g:)
— Integration with neutron A e
Scatterlng tOOlS print(e.T*0.66, "Norm " .format(np.linalg.norm(e.T*0.66)))

print(‘\n --> According to PhysRevB 8@ 094524, the local field at the muon site is about 1768 G')
print{('\n --> So long range order is either bcs file 22982c.mcif or ./bcs_file 22982d.mcif \n')
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