
Remote Data Analysis Service for 
Photon Science 

Calypso+ - JRA2 
 

Diamond (and STFC) 



DLS Total Data Volumes (GB) 
(data from archive) 
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3PB 

877TB 

Outline of current computing resources 
1 Gbit/s Detector 

Computer 
10Gbit/s Beamline 

Switch 

2x10 Gbit/s 

427TB 

Central 
Switch 

387TB Central computing  
• 40 x 12 core nodes 
• 20 x 16 core nodes 
• 20 x 16 Acc Phys 
• 40 x 16 Life Science 
• 12 x 20 core Test 
• 12 x 20 core GPU 
• 80 (128) GPU cards total 
• 20-40 x 20 core nodes 

Upgraded, x2 capacity 

https://www.nomachine.com/


Data collection and 
experiment monitoring 

Automated data  
reduction/analysis 

Automated structure  
solution 



Value of Automatic Processing 

• 0.2 < distance metric = sqrt(sum((a-a*)^2+(b-b*)^2 … ) 
for a,b,c,alpha,beta,gamma 

• distance of 0.2 = average difference in each cell 
parameter of 0.0816A 
 



Interfaces 



 Powder 
Diffraction 
(LDE) 

 
 
 Tomography 
 
 
 
 
 
 
 EM 
 
 
 
 
 Infrared 
 
 



Remote Reprocessing 

 



ISPyB– MX LIMS interface (also in SynchWeb) 

 



Reconstructed data (in collaboration 
with STFC and ISIS) 



The framework: Savu 

Data Layer 

Control Layer 

Plugin Layer 



Multi-modal data processing 
No other existing pipeline can perform the whole process. 

XRD reduction: 

• 1.2 TB to ~2 GB  
• 7 hours single 

threaded. 
• 8 minutes using 

Savu with 72 
cores (over 4 
nodes). 

XRD peak fitting: 

• 6-7 hours single threaded. 
• 15 minutes using Savu.  

XRF Peak fitting: 

• 2 hours single threaded. 
• 5 minutes using Savu.  

Background removal: 

• 1.5 hours single threaded. 
• 90s using Savu. 



Computing/Software Support Groups 
 
 

Group Leader 

Beamline Controls Nick Rees 

Data Acquisition (DAQ) Rob Walton 

Data Analysis (Scisoft) Alun Ashton 

User Office development  Bill Pulford & Sam Hough 

Scientific Computing  Greg Mathews 

STFC Scientific Computing Tom Griffin and Brian 
Matthews 

Resources that could be 
involved 

……. 



Data is captured from every stage of 
the process 

DLS  
User Office  
Database 

(UAS) 

Session generation 
Time and users 

DICAT 
(read only  

ICAT  
inside DLS) 

Contains only  
session and  

user information 

ICAT 
Information 
catalogue 

ISPyB 
Data Registration 

DATA 

TAPE 

File information 

15 
min 

15 
min 

Web Pages 
(TopCAT) 

DLS hosted STFC hosted 

http://opengda.org/OpenGDA.html


Access to archived (http or Globus) 
or and re-staging @DLS or @STFC.  
 



List of expertise needed 

1. Project Coordination  + workshops (PSI/ESRF 
obviously) 
– Workshops welcome in DLS 



List of expertise needed 

1. Use (science) case definition and collation (multiple 
disciplines, facilities and user/industry) (Scientists) 

 
But don’t these need to be Physical Sciences?  
 
• Lots here, e.g. contribution to PanDAAS including 

industry 
• CCP4 cloud? 
• ULTRA tomography  
• EM 



Packaging for applications 

• If this is the technology exploration then 
– STFC have much experience that DLS is drawing on. 

• (docker, Shifter, cvmfs, quattor, aquilon…..)  
• Docker or quattor and cvmfs would seem best 

candidates for this kind of prototype.  



Cloud setup and deployment 

1. STFC utilises OpenNebula with a transition planned to 
OpenStack (within the year) 

1. ~1000 cores and 750Tb currently 
2. Increase of 50% in progress.  



Configuration of site and test sites 

 



Port and package applications and 
example 

• CCP4 cloud? 
• ULTRA tomography  
• EM 
• Catalysis hub 

 



Umbrella authentication (AAI+security)  

 
1. Ascent?  

1. UK has extensive experience (Jens and Stefan) 



User portal development (Web engineers) 

• How long is a piece of string?! 
– Remote desktop, portal, icatportal, CCP4 portal…..  



Definition, development and distribution 
of mini demonstrator platform to test sites  

1. Actual deployment. Marketplace? Egi applications 
marketplace https://appdb.egi.eu/  
 

2. Overlap with the portal?  

https://appdb.egi.eu/


Report on results and links to 
HNSciCloud + EOSC  

1. STFC are involved  
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