
Wir schaffen Wissen – heute für morgen

Paul Scherrer Institut 

Chris Milne 

XFEL techniques and instrumentation (time-resolved 
spectroscopy)



August 16-21, 2015 chris.milne@psi.ch PSI Summer School, Zuoz

Is function structure or dynamics ?

Structure Dynamics
- X-ray crystallography 
- electron microscopy 
- atomic force microscopy 
- electron diffraction 
- X-ray absorption spectroscopy 
- NMR

- Laser spectroscopy 
- NMR 
- time-resolved diffraction 
- X-ray absorption spectroscopy

Protein structure of human hemoglobin in 
the T-state with oxygen bound at all 4 

hemes (from PDB 1GZX Wikipedia)

Rotating hydrated myoglobin molecule 
http://uweb.cas.usf.edu/chemistry/faculty/space/ 

B. Space & J. Belof (University of South Florida)
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Hemoglobin 
R→T transition 
takes 
microseconds 

attoseconds 
10-18 s

femtoseconds 
10-15 s

picoseconds 
10-12 s

nanoseconds 
10-9 s

microseconds 
10-6 s

milliseconds 
10-3 s

electron motion 
core-hole lifetimes

motion of nuclei 
molecular vibrations 
optical phonons 
molecular bond formation

rotation of molecules 
molecular librations 
vibrational dephasing

electronic relaxation 
fluorescence 
thermal effects

large-scale protein motion 
phosphorescence

protein folding 
chemical kinetics

lasers

electronicshigh-harmonic generation

synchrotrons

X-FELs

laser-slicing

110 as delay 
between electron 
emission from 
conduction band 
and lower-lying 
states in Tungsten 
upon irradiation

The Fe K-edge core-
hole lifetime is 4 fs

period of the 
symmetric 
stretch in H2O is 
10 fs 

< 200 fs

Camera 
shutter 
speeds 
range from 
ms through 
to seconds

laser plasma

X-rays

On what timescale do we want to measure structure ?

Hb animation 
from Wikipedia
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How do we measure fast things ?

Time

Stroboscopic photography 
techniques depend on flashing 
a bright light quickly and using 
a slow detector

This works just as well if we 
replace the light with a laser pulse

photos by Prof. Andrew Davidhazy, Rochester Institute of Technology 
http://people.rit.edu/andpph/
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What are we interested in ?
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sider herein a means for using sunlight to convert CO2

and water vapor into hydrocarbon fuels that are com-
patible with the current energy infrastructure. Ideally,
such solar energy powered photocatalytic materials,
used on a closed-loop basis as depicted in Figure 1, can
be used to recycle CO2 from a climate altering waste
product into a fuel.

While encouraging progress has been achieved to-
ward photocatalytic conversion of CO2 using sunlight,
further effort is required for increasing sunlight-to-fuel
photoconversion efficiencies. Immediate research op-
portunities include uniform cocatalyst sensitization of
the entire nanotube array surface for enhanced conver-
sion rates, and the design of cocatalysts to improve
and control the product selectivity. Highly efficient pho-
tocatalytic materials will enable the use of flow-through
photocatalytic membranes, wherein CO2 and water va-
por would enter one side of the nanotube array mem-
brane with a fuel exiting from the other (see Figure 16).
Paulose et al. have reported fabrication of free-standing,
mechanically robust, TiO2 nanotube array membranes
of uniform pore size with thicknesses ranging from 4.4
!m to 1 mm;91 work is currently underway to explore
such membranes for photocatalytic reduction of CO2.
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ence Foundation, CBET-0927262, and the Department of En-
ergy ARPA-E, DE-AR0000008, is gratefully acknowledged. The au-
thors thank Prof. Thomas E. Mallouk of the Pennsylvania State
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Figure 16. Depiction of flow-through photocatalytic membrane
for CO2 conversion.
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List of acronyms and symbols

2PPE two photon photoemission
A anatase
AFM atomic force microscopy
ATR attenuated total reflectance
B brookite
CB conduction band
CT charge transfer
DFT density functional theory
DOS density of states
DSSC dye sensitized solar cell
e�/h+ electron–hole pair
EDTA ethylenediaminetetraacetic acid
EELS electron energy loss spectroscopy
EMA effective mass approximation
EPR electron paramagnetic resonance
ESR electron spin resonance
EXAFS extended X-ray absorption fine structure
FTIR Fourier transform infrared spectroscopy
HOMO highest occupied molecular orbital
HREELS high resolution electron energy loss spectroscopy
HRTEM high resolution transmission electron microscopy
IEP isoelectric point
IPA isopropyl alcohol
IPS inverse photoemission spectroscopy
IR infrared
LDA local density approximation
LUMO lowest unoccupied molecular orbital
m0 electron rest mass
me electron effective mass
mh hole effective mass
MBE molecular beam epitaxy
MD molecular dynamics
ML monolayer
Nint interstitial N
Nsub substitutional N
NEXAFS near-edge X-ray absorption fine structure
NMR nuclear magnetic resonance
NRA nuclear reaction analysis
Ovac oxygen vacancy
OHbr bridging OH group
OHt terminal OH group
OPAMBE oxygen plasma assisted MBE
P-25 Degussa P-25, mixed anatase and rutile commercial

TiO2 standard
PED photoelectron diffraction
PSD photon stimulated desorption
QMMD quantum mechanical molecular dynamics
R rutile
RH relative humidity
RHEED reflection high energy electron diffraction
SEM scanning electron microscopy
SFG sum frequency generation
SHG second harmonic generation
STM scanning tunneling microscopy
TCE trichloroethylene
TEM transmission electron microscopy
TMA trimethyl acetate
TMAA trimethyl acetic acid
TOF time of flight
TPD temperature programmed desorption
UHV ultrahigh vacuum
UPS ultraviolet photoelectron spectroscopy
UV ultraviolet

UV–vis ultraviolet–visible optical absorption spectroscopy
VB valence band
XANES X-ray absorption near-edge structure
XAS X-ray absorption spectroscopy
XES X-ray emission spectroscopy
XPS X-ray photoelectron spectroscopy
XRD X-ray diffraction
habci family of vectors equivalent to the [abc] vector
[abc] specific crystal vector
{abc} family of surfaces equivalent to that defined by the

normal vector [abc]
(abc) specific surface termination defined by the vector

[abc]

Fig. 1. Schematic model illustrating the seven fundamental issues associated with
TiO2 photocatalysis addressed in the review.

phenomena occurring as a result of photon irradiation of TiO2 sin-
gle crystal surfaces. In these reviews, Yates and coworkers explored
the relationships between a surface’s properties (e.g., reactivity,
structure, electronic properties, etc.) and various observed photo-
chemical events (e.g., O2 photodesorption). This approach allows
the researcher to understand and control for many variables (such
as coverage, surface structure, temperature, etc.) while examining
in detail various fundamental aspects of photon-initiated events.
The surface science approach typically utilizes well-defined mate-
rials (e.g., single crystals) and ultrahigh vacuum (UHV) techniques
to understand physical and chemical phenomenon occurring at in-
terfaces. It is the aim of this review tomotivate readers to approach
the subject of TiO2 photocatalysis from the same perspective.

The structure of this review was developed using an expanded
version of the common TiO2 photocatalysis cartoon shown in Fig. 1.
This cartoon shows a TiO2 nanoparticle with superimposed on it a
simple electronic structure of the TiO2 valence band (VB) states,
the conduction band (CB) states and the bandgap. The cartoon
illustrates seven key issues (labeled 1 through 7) that will be
considered in discussing the fundamental processes important
to TiO2 photocatalysis. The first of these is photon absorption
(Section 1). Much effort has been aimed at understanding and
altering the optical properties of TiO2, particularly for enhancing
visible light absorption. In contrast, much less is known about
the optical properties of TiO2 surfaces or about how alterations of
bulk optical properties affect surfaces. The second issue involves
the behaviors of charge carriers after their creation (Section 2),
in particular how these carriers reach surfaces and what happens
to them there prior to being involved in transfer chemistry. Since
the essential characteristic of TiO2 photocatalysis is the electron
transfer event, the third subject is dedicated to reviewing various
electron transfer processes at TiO2 surfaces (Section 3), with
the focus on the dynamics of single electron transfer events. In
order for electron transfer to occur, donor and acceptor molecules
must approach the TiO2 surface, and in many cases, become

Metal-oxide nanoparticles are commonly used in dye-
sensitized solar cells (DSSCs) and as photocatalysts

potentials for both Zn and O are also reported in Table I. A
mean error of 2.3% and a maximal deviation of nearly 5%
with respect to the experiment are computed. Although these
values are larger than the previously discussed all-electron
data, they still remain acceptable, especially for the modeling
of molecule adsorption on large supercells of the ZnO sub-
strate. Therefore, from a purely geometrical point of view,
PBE0 seems to slightly outperform all other functionals in-
vestigated !including B3LYP and HSE".

2. Electronic investigation: Densities of states

Theoretical investigation of the electronic structure of
ZnO wurtzite has been the subject of numerous publications,
most of them carried out at the LDA or GGA levels.47–53

Although it is generally well known that these functionals
systematically underestimate semiconductor band gaps due
to the self-interaction problem,54 ZnO is a critical compound
for which this underestimation is particularly severe. Indeed,
values reported so far typically range between 0.23 !Ref. 48"
and 0.91 eV,49 as compared to the 3.44 eV experimental
value.55 This effect has been related to an overestimation of
the Zn3d /O2p hybridization due to a poor description of the
Zn3d band position, which is roughly 3 eV higher than the
experimental value.38 Recently, LDA+U !Ref. 47" as well as
Green’s function approach in the GW approximation !Refs.
56 and 57" calculations have been reported. While the Zn3d
band position is corrected with the former by taking into
account an additional U interaction between 3d electrons,
computed gaps are still too low !about 1.5 eV". The same
conclusions hold in the case of GW techniques, which pro-

vide a discrepancy of about 1 eV with respect to the experi-
mental gap.56 On the other hand, hybrid functionals such as
B3LYP !Refs. 58–60" or HSE !Ref. 44" greatly improve the
band gap description, giving only a slight underestimation
!about 0.1 eV at the B3LYP level, for instance" with respect
to the experimental gap value. However, no detailed investi-
gation of the influence of both exchange and correlation on
the electronic structure description of bulk wurtzite ZnO has
been made so far.

Figure 1 presents densities of states computed at the
PBE0 level. Main contributions, in increasing order of en-
ergy, originate from O2s states !not pictured", Zn3d and O2p
states for the valence band, and empty Zn4s states at the
bottom of the conduction band. While the Zn3d band is sharp,
the O2p one is much larger, as pointed out in Table II. In
addition, the Zn3d band is divided into two parts: !i" a large
one at low energy with a significant overlap with the 2p
orbitals of O atoms and !ii" a much sharper one without any
significant overlap with the latter. While both computed
widths and positions for most of the bands are poorly de-
scribed at the PBE level, PBE0 data are in excellent agree-
ment with available experimental data. This is especially true
for the position of the Zn3d band, which is only underesti-
mated by 2 eV with this latter functional, while it is under-
estimated by more than 3 eV at the PBE level. In addition,
the splitting between the O2p and –Zn3d bands #S!O2p–Zn3d"
data; see Table II$ computed at the PBE level is twice that
obtained with PBE0, thus significantly improving the tradi-
tional overestimation of the closeness of these bands. As re-
gards the band gap description, while results obtained here
both at the LDA and PBE levels are slightly better than pre-
viously reported,44,48–50 computed values are still underesti-
mated with respect to the experimental data47,58 by about 2
eV !see Table II". Hybrid functionals on the other hand sig-
nificantly improve the description, the B3LYP value, for in-
stance, being only 0.02 eV higher than the experimental
value, in line with previously reported studies using a
B3LYP-LCAO formalism.58–60 Here, it should be pointed out
that the absolute errors obtained at the PBE0 and HSE levels
are the same !about 0.5 eV". It is also worthy to mention that
due to the large separation of the Zn3d band and the Fermi
level of the system, an additional U term for the 3d electrons

FIG. 1. Bottom graph: total and Zn3d !filled curve" contributions. Top graph:
O2p and Zn4s !filled curve" contributions to the density of states of bulk ZnO
wurtzite, computed at the PBE0 level with the Zn!–O! basis set. Fermi level
!as dotted lines" set at 0 eV. The red dashed lines outline the Zn3d and O2p
band separation. Contributions originating from the O2s states at lower en-
ergies are omitted.

TABLE II. Main properties of the density of states of ZnO wurtzite bulk
structure obtained with different Hamiltonians and the Zn!–O! basis sets. W
refers to the width of a band, S!O2p–Zn3d" is the separation between the O2p

and Zn3d bands, and D refers to a direct gap. All data are in eV.

W!Zn3d" Zn3d center W!O2p" S!O2p–Zn3d" Gap !D"

HF 1.20 !9.87 5.22 3.80 6.45
LDA 1.52 !5.73 4.20 0.10 1.46
PBE 1.86 !4.98 3.90 0.18 1.46
B3LYP 1.47 !5.93 4.51 0.38 3.46
PBE0 1.59 !6.13 4.35 0.37 3.93
HSEa 1.7 !6.2 ¯ ¯ 2.90
Exp. !8.6;b !7.5c 5.2d–5.4e 3.44f

acf. Ref. 44.
bcf. Ref. 99.
ccf. Ref. 100.

dcf. Ref. 101.
ecf. Ref. 102.
fcf. Ref. 55.

044708-4 Labat, Ciofini, and Adamo J. Chem. Phys. 131, 044708 !2009"
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F. Labat et al. J. Chem. 
Phys. 131 044708 (2009)

Applications take 
advantage of an 
electron/hole in the 
conduction/valence 
band of the nanoparticle

S.C. Roy et al. ACS Nano 4, 1259 (2010)

ZnO

M. Henderson Surf. Sci. 
Rep. 66, 185 (2011)

independent components, the z (E!c) component, !2z or !1z ,
and the xy (E!c) component, !2xy or !1xy , which represents
the average over the x and y components, using the k points

only within the irreducible BZ. We treated the underesti-

mated band gaps by using a scissors operator,31 which dis-

places the empty and occupied bands relative to each other

by a rigid shift of 1.14 eV, so that the minimum band gap

becomes 3.14 eV in agreement with experiment. The experi-

mental dielectric functions, measured for the single crystals

of anatase using synchrotron orbital radiation,11 are taken as

comparison.

Very good agreement with experiment is obtained for the

dielectric functions in both components. In particular, the

positions and overall strengths of the peaks in the lower en-

ergy region reproduce experiment very well—which was not

realized by the OLCAO results. The dielectric constants at

"→0 are !xy(0)!5.97 and !z(0)!5.57, which show con-

sistent agreement with an experimental value of 5.62,32 sug-

gesting that the choice of the scissors operator is reasonable.

In a higher energy region ("7 eV#, however, the calcu-
lated peak positions are located at higher energies than ex-

periment by 0.8–1.0 eV. Similar results were reported in

calculations for the rutile structure, where good agreement

with experiment was obtained in a higher ("6 eV# energy
region without any correction to the LDA band gap, while

the peak positions in the lower energy region were lower

than experiment by about 1 eV.4 This situation of the exci-

tation energies in LDA is not usual for simple semiconduc-

tors such as Si, Ge, and GaAs, where LDA with the scissors

operator works well to yield proper excitation energies in a

wide energy range.31 One reason to explain the problem in

TiO2 could be found in the unphysical self-interaction effect

in LDA which is considered one of the origins of its band-

gap underestimation.33 The peaks in the lower and higher

energy regions of !2 correspond to absorptive transitions
from the valence bands to the t2g and eg orbitals in the con-

duction bands, respectively. The more localized the electron,

the more the self interaction would be involved. Thus, the t2g
orbitals in the conduction bands, which are less hybridized

with O and are relatively localized about Ti atoms, may be

affected more by the larger self-interaction—and, hence, are

lowered in energy relative to the eg conduction bands.

A strong calculated optical anisotropy near the absorption

edge has been observed as in Fig. 8. We have examined the

major peaks near the absorption edge in Fig. 8 looking at the

corresponding interband transitions as shown in Fig. 10. As

seen in Sec. III A, the bottom of the conduction bands are

dominantly the dxy orbitals, to which transitions from the p$
states are dipole forbidden for the E!c polarization but di-
pole allowed for the E!c polarization. The transitions of z1

and z2 are allowed since the final states in the conduction

bands include dyz or dzx character, as seen in Fig. 4. By

contrast, the experimental dielectric functions in Fig. 8 show

a rather weak anisotropy at the absorption edge. It was sug-

gested in Ref. 11 that the absorption edge was quite sensitive

to the parameters employed for the K-K transformation to

derive the experimental dielectric functions from the reflec-

tivity measurements. Indeed, more direct measurements16 of

the optical absorption near the absorption edge for the single-

FIG. 7. Molecular-orbital bonding structure for anatase TiO2:

%a# atomic levels, %b# crystal-field split levels, and %c# final interac-
tion states. The thin-solid and dashed lines represent large and small

contributions, respectively.

FIG. 8. Imaginary parts of the dielectric functions for polariza-

tion vectors %a# parallel and %b# perpendicular to the c axis. Solid
lines and dashed lines are the present work and experiment %Ref.
11#, respectively.

PRB 61 7463ELECTRONIC AND OPTICAL PROPERTIES OF ANATASE TiO2Valence and conduction bands have distinct atomic character

TiO2

We want time-resolved electronic and structural 
information on these systems as they function

R. Asahi et al. Phys. 
Rev. B 61 7459 (2000)

mailto:chris.milne@psi.ch


August 16-21, 2015 chris.milne@psi.ch PSI Summer School, Zuoz

Introducing the X-ray techniques
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Swiss Light Source

There are two methods of generating light at a 
3rd-generation storage ring source (synchrotron)

Bending magnet

http://www.synchrotron.org.au/content.asp?Document_ID=97

undulator spectrum

[1]! B. L. Smith, editor, Scientific Report 2001 / Volume IV (Paul Scherrer Institute, 2002), pp. 1–166.   
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X-ray absorption: Retrieving local structure

X-ray

Absorbing atom Scattering atom

photoelectron

X
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ne
rg
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XANES

EXAFS

pre-edge

Absorption 
probability

e-

K
L1,2,3

distances to 
neighbouring 
atoms

oxidation state, 
geometry, 
coordination 
environment

X-ray absorption gives information on the 
unoccupied electronic states and the local 

structure

unoccupied 
electronic states

C.J. Milne, T.J. Penfold & M. Chergui Coord. Chem. Rev. 277, 44 (2014)
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X-ray emission: Retrieving electronic information

λ
Analyzer

Sample

Detector

x-rays

fluorescence

λ = 2dhklsinθB

P. Glatzel et al. Coord. Chem. Rev. 249, 65 (2005) 
G. Vankó et al. JPCB 110, 11647 (2006) 1s

2p

3p

valence
levels

Kα1,2

Kβ1,3	  Kβ’

Kβ2,5	  Kβ”

X-ray emission gives information on the 
occupied electronic states

J. Szlachetko et al. Rev. Sci. 
Instr. 83, 103105 (2012)

Single-shot Von Hamos geometry

X"ray"in(

Ini*al(state( Final(state(

X"ray(emission(spectrum((XES)(

Kα1(

Kα2(

Kβ1,3(

Kβ2,5(
Kβ’’(

c2c"XES(

v2c"XES(

x5( x200(
X"ray"out(

CuO K-edge

HEROS 
J. Szlachetko et al. 
Chem. Commun. 
48, 10898 (2012)
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X-ray scattering: Retrieving local and global structure

X-ray scattering gives information on 
relative atomic positions of all atoms in 

the sample

You can retrieve the pair 
distribution function, giving the 
distances between two atoms in 
the sample

•S. Bratos and M. 
Wulff Adv. Chem. 
Phys. 131, 1 (2008) 
•J. Kim et al. Acta. 
Cryst. A 66, 270 
(2010)

with static scattering measurements. This method has been
shown to provide a significantly more accurate fit to experi-
mental data than, for example, molecular dynamics approa-
ches (Cammarata et al., 2006). The contributions to !SðQÞ
from bulk solvent changes and structural changes can
furthermore be considered as independent, !S = !SSolute +
!SSolvent, and in the remaining part of this work we will focus
the discussion on the solute contribution to !SðQÞ and its
interpretation in terms of structural changes in the investi-
gated solute systems. Fig. 2 shows !SðQÞ as obtained and with
the contribution from bulk solvent changes subtracted.

3.1. Maximum-likelihood framework

Referring to Fig. 2, the basis for the structural analysis is a
slowly varying curve with three to four slightly perturbed
oscillations. As this constitutes a fairly information-poor
starting point, ab initio derivation of the structural changes in
a molecule as complicated as PtPOP is not a viable strategy.
Instead, the analysis is carried out in terms of comparison of
structural models, where prior information from, for example,
crystallographic investigations and spectroscopy can be
included in the analysis as has also been done in similar
analysis of time-resolved EXAFS data (van der Veen et al.,
2009).

One way of quantitatively comparing structural models is to
parameterize the structural variations within a maximum-
likelihood framework, where a relative likelihood L is
assigned to each combination of M parameters ðP1; . . . ;PMÞ
proposed to explain a set of N data points ðxi;1...N; yi;1...NÞ.
Assuming that the noise !i follows a Gaussian distribution, the
relative likelihood LðP1; . . . ;PMÞ that some set of parameters
describes the data set can be calculated from a (reduced) "2

estimator (Press et al., 1986),

LðP1; . . . ;PMÞ / expð#"2Þ;

"2 ¼
X

Q

½SSimðQÞ # SDataðQÞ&
2

!2
Q

=ðN #M # 1Þ: ð2Þ

In the present context, a ground-state structure could be
identified based on crystal data and steady-state measure-
ments on concentrated solutions of PtPOP (Christensen et al.,
2009). The target for the investigation was the excited-state
structure, and based on suggestions in the literature (Novoz-
hilova et al., 2002; Coppens et al., 2005; Yasuda et al., 2004) a
set of putative excited-state structures were derived from the
established ground-state structure and parameterized in terms
of the distance dPtPt between the Pt atoms and the perpendi-
cular distance dPpPp between the square-planar phosphorous
units. Solute-only difference signals !SSoluteðQÞ were calcu-
lated by subtracting the simulated scattering from the ground-
state structure from simulated scattering from an excited-state
structure, both calculated from the orientation-averaged
Debye expression (Als-Nielsen & McMorrow, 2001; Chris-
tensen et al., 2009; Kim et al., 2009b). Including the fraction of
excited-state molecules # (and the two hydrodynamic vari-
ables !T and !$) as free parameters, the objective of the
structural analysis thus becomes to determine the most likely
values of dPtPt and dPpPp as well as the associated uncertainties
from calculations of "2 for each combination of
fdPtPt; dPpPp;#;!T;!$g.

3.2. Correlations and experimental fixing of variables

The output from the maximum-likelihood global fitting
introduced above is a five-dimensional likelihood distribution.
In the present case, there is a single, well defined maximum
corresponding to one five-parameter combination resulting in
the best fit of the model to the data. Fig. 3(a) shows the very
good agreement between this best-fit model and the data; the
bulk solvent contribution has been subtracted from both the
data and the model for clarity.

The determination of experimental uncertainties is illu-
strated graphically in Fig. 3(b), where the projection of the
full-likelihood distribution onto a plane spanned by two fit
parameters, # and dPtPt, illustrates the strong correlation
between these two parameters. For an unbiased determination
of the experimental uncertainty associated with each of the
five fit parameters, the full likelihood distribution must be
projected onto each of the five axes as shown in the two-
dimensional case in Fig. 3(b). From this procedure, the most
likely value of each parameter can be determined and the
uncertainty estimated as the interval centred on the most

dynamical structural science
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Figure 2
(a) !SðQÞ for a 12 mM solution of PtPOP in water 100 ps after excitation.
(b) Solvent contribution determined from the two hydrodynamic
differentials (see text). As little or no solvent expansion is observed at
sub-nanosecond timescales after excitation the contribution from
!$ @ð!SÞ

@$ jT has been multiplied by ten. (c) Solute-only difference signal
obtained after subtracting the bulk solvent contribution.

K. Haldrup et al. Acta. Cryst. A66, 261 (2010)

curves for a 12 mM PtPOP (aq.) solution, scaled to the
calculated scattering from a single unit cell.

From the scaled scattering curves Sð2!Þscaled, difference
signals are formed by appropriate subtraction of laser-Off
signals from laser-On signals. Commonly, an alternating
sequence of laser-On and laser-Off scattering patterns is
acquired such that each laser-On signal is bracketed by two
laser-Off signals in order to minimize the effects of drift.
In this case, the difference signal is constructed as !Sð2!Þ =
Sð2!ÞOn # ½Sð2!ÞOff1 + Sð2!ÞOff2%=2, but more intense beams and
faster detectors can allow for different and faster acquisition
schemes. Fig. 1(a) shows an example of a !Sð2!Þ curve based
on a single On–Off repetition for a single time delay (100 ps).

In order to reduce noise, it is common to repeat the data-
acquisition sequence between 10 and 50 times and it has
proven crucial for our work to develop a robust method for
rejecting outliers in such sets of !Sð2!Þ curves. These outliers
often arise due to unstable jet conditions and/or precipitates
formed in the investigated solution-state systems and manifest
themselves as having, for example, increased or decreased
intensity at high or low scattering angles or through diffraction
rings giving rise to sharp peaks in the difference curves. In the
course of the data pre-analysis, these are removed as discussed
in detail in previous work (see online supplementary material
of Haldrup et al., 2009), based on a point-by-point application
of the unbiased Chauvenet criterion (Taylor, 1997). By this,
the standard deviation "!Skð2!iÞ of the ensemble consisting of j
!Sð2!iÞ curves ( j = 10–50) is calculated at each !Sð2!iÞ point,
omitting the kth of the j !Sð2!Þ curves. Subsequently, for each
!Skð2!iÞ on this chosen curve, one evaluates whether the
probability of finding a particular value of !Skð2!iÞ is below
0.5, given the standard deviation "!Skð2!iÞ determined at this
value of 2!i. If this is the case for a fraction of points exceeding
a pre-set threshold, the difference curve is excluded from the
later analysis. This provides a well defined and robust way of
determining outlier curves, and using the unbiased version of
the criterion [omitting the kth curve when calculating "!Skð2!iÞ]
provides robustness against individual outliers with large
amplitudes. A constant cutoff threshold of 2.5% has been
found to work very well in terms of identifying outlier curves,
the fraction of which usually lie in the 5–10% range,
depending on experimental conditions. A more rigorous
treatment where the set of j values of the fraction of points on
each curve failing the criterion is subjected to a similar
analysis and rejection process is under development. Fig. 1(b)
(top) illustrates an average curve based on 45 repetitions for
the same time delay. The total data-acquisition time for 45
cycles and a single time delay with the present ID09B set-up
(Frelon detector) is &400 s.

While the noise level for each point on an averaged !Sð2!Þ
curve can, in principle, be estimated from a knowledge of the
detector counts on each pixel and applying the laws of error
propagation to each subsequent data-analysis step, this is in
practice an unwieldy process. In our previous work, an ad hoc
procedure for estimating the noise level was implemented,
where the standard deviation at each point, obtained from the
ensemble of difference curves, was scaled to the ‘local’ stan-

dard deviation estimated from five-point intervals. Here, we
propose to use a more robust and straightforward method,
first introduced by Dent et al. (1991) in an EXAFS application
and based on the observation (also discussed below) that the
information-containing part of the signal has low-frequency
oscillations on which high-frequency noise is superposed. By
this method of error estimation, a low-order polynomial is
fitted to the data points in a narrow interval around each data
point and the standard deviation estimated from the set of
residuals in this interval. It is found that in the present case an
interval length of 20 points and a second-order polynomial
fit are able to accurately capture the highest frequencies
contained in !Sð2!Þ (see below) and the resultant calculated
"!Sð2!Þ are shown for some data points in Fig. 1(b), top, and
plotted for all data points in the lower graph of Fig. 1(b). The
angle dependence of the noise reflects the complex interplay
between scattered intensity, number of pixels and pixel effi-
ciency, the latter related to variations in beam–phosphor
interaction length as a function of angle.

Having obtained low-noise, averaged difference scattering
curves that are unbiased by outliers, the final step in the
pre-analysis procedure is to convert !Sð2!Þ to !SðQÞ,
Q ¼ ð4#=$Þ sin !. This is done by discretizing the X-ray (pink-
beam, see below) spectrum Ið$Þ ¼

P
i Ii$i, calculating !SðQÞi

for each discrete wavelength $i and forming the weighted
average !SðQÞ ¼

P
i Ii!SðQÞi.

3. Data analysis

Starting from !SðQÞ for either one or several time delays, the
objective of the analysis described here is to determine the
structural changes in the liquid volume subjected to the pump
pulse and subsequently probed by the X-ray beam. Contained
within !SðQÞ are the scattering contributions from every
atom–atom pair in the system being affected by optical exci-
tation of PtPOP. As mentioned in x1, these contributions can
be divided into three groups according to either structural
changes within the bulk solvent, in the oriented solvent shell
around the excited molecule or in the excited PtPOP mole-
cules. To a good first approximation (Christensen et al., 2009),
the shell term can be ignored for the systems discussed in this
work, while the contribution from the changes in the scat-
tering properties of the bulk solvent due to the impulse
heating from the laser and fast internal conversion processes
needs to be considered in some detail.

As discussed in detail in previous work (Cammarata et al.,
2006), the bulk solvent contribution !SSolv to the total
difference scattering signal can be accurately described in
terms of two solvent differentials, describing !SSolv as a
function of the temperature rise !T due to impulse heating
and the associated expansion causing a change in density !%.
The total hydrodynamic response is thus given through

!SSolv ¼ !T
@ð!SÞ
@T

!!!
%
þ!%

@ð!SÞ
@%

!!!
T
: ð1Þ

The solvent differentials @ð!SÞ
@T j% and @ð!SÞ

@% jT are determined in a
separate experiment through direct laser excitation combined
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medium-pressure nozzle connected to a heated sample reser-
voir (Ihee et al., 2001). Typically, the pressure at the nozzle is
about 5 torr when the backing pressure is about 100 torr. At
this condition, the ambient pressure inside the vacuum
chamber can be as high as 10!3 torr. To maintain a good
vacuum in adjacent chambers, differential pumping should be
employed. For both electron and X-ray diffraction experi-
ments, the carrier gas that is normally used in time-resolved
spectroscopic experiments is not desirable because the carrier
gas also contributes to the diffraction, thereby increasing
the background and deteriorating the signal-to-noise ratio.
However, a carrier gas of low-Z value such as helium can still
be used because of its relatively low scattering intensity versus
atoms with higher Z. Clusters of atoms or molecules can be
obtained as well by using a sufficiently high backing pressure.

4. Photochemistry in the liquid and solution phases

The chemistry in the solution and liquid phases has formed an
important field of research because many biological and
industrially important chemical reactions occur in solution.
The major challenge in understanding solution-phase chem-
istry arises from the presence of numerous solvent molecules
surrounding a solute molecule, leading to solute–solvent
interactions. The solute–solvent interaction often alters the
rates, pathways and branching ratios of chemical reactions
through the cage effect (Hynes, 1994; Frauenfelder &
Wolynes, 1985; Maroncelli et al., 1989; Bagchi & Chandra,
1991; Weaver, 1992). For example, the timescale of the
response of solvent molecules to electronic rearrangement of
solute molecules critically affects the rates of photochemical
reactions in liquid phase. Therefore, to have a better under-
standing of solution-phase chemical dynamics, it is crucial to
consider the complex influence of the solvent medium on the
reaction energetics and dynamics, i.e. the solvation effect.

It has been demonstrated that the solvent reorganization
response to a change in solute charge distribution is strongly
bimodal, that is, an initial ultrafast response owing to inertial
motions followed by a slow response owing to diffusive
motions (Impey et al., 1982; Maroncelli & Fleming, 1988;
Jimenez et al., 1994). The timescale of the former is of the
order of tens to hundreds of femtoseconds so, to resolve such
fast dynamics, it is required to have an experimental tool with
sufficient time resolution. In that regard, ultrafast laser spec-
troscopy in the optical and infrared regime has flourished in
studying reaction dynamics in solution phase owing to their
superb time resolution. While optical spectroscopies are
highly sensitive to specific electronic or vibrational states, they
are unable to provide information on global molecular struc-
ture. In contrast, time-resolved X-ray scattering (or diffrac-
tion) techniques can provide rather direct information on the
global structure of reacting molecules, complementing the
optical spectroscopy.

In recent years, we have witnessed that synchrotron-based
TRXD can serve as an excellent tool for studying elementary
chemical reactions in liquid and solution. For example, struc-
tural dynamics and transient intermediates in solution reac-
tions of small molecules and proteins have been elucidated
with a time resolution of 100 ps (Plech et al., 2004; Bratos et al.,
2004; Davidsson et al., 2005; Ihee et al., 2005a; Wulff et al.,
2006; Kim et al., 2006, 2009; Lee et al., 2008; Cammarata et al.,
2008; Ihee, 2009). However, owing to the limited time reso-
lution, TRXD has been only used for probing rather slow
processes leading to intermediates in quasi-equilibrium, with
ultrafast dynamics arising from the interplay between the
solute and solvent beyond its scope. Now that highly coherent,
sub-100 fs X-ray pulses are available for use with the advent of
XFELs, TRXD can reach the realm of optical spectroscopy in
its capability of resolving ultrafast processes. Thus, femto-
second resolution brought by the XFEL should allow inves-
tigation of ultrafast reaction dynamics in the presence of
solvent interaction.

Among the candidates for the first femtosecond solution-
phase TRXD experiment are diatomic molecules (I2 and Br2),
hydrocarbons (stilbene), haloalkanes (CBr4, CHI3, CH2I2,
C2H4I2 and C2F4I2), organometallic compounds [Platinum
Pop, ferrocene, Fe(CO)5, Ru3(CO)12 and Os3(CO)12] and
protein molecules (myoglobin, hemoglobin and cytochrome
c), which have been studied previously by using time-resolved
X-ray diffraction with 100 ps time resolution. In particular,
molecules containing heavy atoms will be promising since
heavy atoms give a large signal and thus a good contrast of the
solute signal against solvent background. In that regard,
iodine (I2) in solution is a good example for XFEL-based
time-resolved X-ray diffraction experiments. The photo-
dissociation and recombination of iodine in solution has been
regarded as a prototype example for the solvent cage effect
and thus has been a topic of intense studies (Meadows &
Noyes, 1960; Harris et al., 1988; Yan et al., 1992; Scherer et al.,
1993). As shown in Fig. 5, once an iodine molecule is excited to
a bound B state and relaxes to a repulsive 1! state, the two
iodine atoms start to separate as in the gas phase. However,
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Figure 4
Schematic of the experimental set-up for time-resolved X-ray diffraction.
An optical laser pulse initiates the chemical reaction in the molecules
supplied by one of the sample-flowing systems, depending on the phase of
the sample. Subsequently, a time-delayed X-ray pulse synchronized with
the laser pulse probes the structural dynamics of the reaction. The
diffracted signal is detected by a two-dimensional CCD detector to record
the diffraction pattern.

the difference radiation depends on the number of excited molecules, which in
turn is a function of the solute concentration. If the system is excited with
ultrashort optical pulses, this number should not exceed a critical system-specific
level. If this restriction is not respected, multiphoton absorption may be activated
in the solute and solvent, and this may obscure the interpretation. In practice, the
concentration of excited species is thus always very low, typically 1

1000 . Once
again, the intensity of the X-ray beam is all important.

Another specific difficulty in X-ray experiments is that diffraction images
contain contributions not only from the liquid sample but also from the capillary
and air. It is often delicate to disentangle these contributions from each other
(Fig. 3). Note that the main noise in the difference signal comes from the photon
statistics in the X-ray background. This is an intrinsic limitation in solution
phase ultrafast X-ray scattering. One must also take into account the presence of
radioactivity and cosmic rays. The parasitic counts generated by these two
mechanisms may be eliminated by subtracting two images, the original minus
180! rotated.

All measured intensities can be put on absolute scale by proceeding as
follows. At high angles the scattering pattern can be considered as arising from
a collection of noninteracting gas molecules rather than from a liquid sample.
The Compton scattering cannot be neglected, but it is independent of molecular

air+capillary+CCl4

readout noise
De

tec
tor

 no
ise

 (a
du

)

Pi
xe

l c
ou

nts
 (a

du
)

60

50

40

30

20

10

0

6000

5000

4000

3000

2000

1000

0

air+capillary
air

0            10            20            30            40            50            60

Figure 3. Various contributions to the scattered X-ray intensity. The system under

consideration is a dilute I2/CCl4 solution.

6 savo bratos and michael wulff

q = 4⇡ sin ✓/�

X-ray scattering is sensitive to all the 
atoms in the sample
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X-ray diffraction: Retrieving atomic-scale structure

X-ray diffraction gives information on the 
atomic positions of all atoms in the 

crystal with Ångstrom accuracy

X-ray crystallography is the most successful method for
determining new membrane protein structures. Mem-
brane protein crystallization, however, continues to pose

many challenges because of the inherent conflict between
hydrophilic and hydrophobic domains within the protein, flexible
loops and low protein expression yields1. When crystals are
obtained they are often small, frequently diffract to low
resolution, and crystal collection and cryoprotection can
introduce additional challenges. As such, it has become
increasingly common to use synchrotron-based microfocus
beamlines2 to screen large numbers of very small membrane
protein crystals and to merge diffraction data from multiple
crystals so as to recover complete diffraction data.

Serial femtosecond crystallography (SFX) brings a new
dimension to the challenge of screening small crystals. This
approach has been developed as a high-resolution structural
method3–6 at X-ray free-electron lasers (XFELs) and allows
diffraction data to be collected at room temperature from
thousands of randomly oriented, fully hydrated micron-sized
crystals injected into the XFEL beam using a microjet7,8. In
combination with rapid X-ray detectors9, it is possible to collect
millions of frames in a 12 hour shift at the Linac Coherent Light
Source (LCLS)10, which provides extremely intense X-ray pulses
at a repetition rate of 120 Hz. In addition to microfocusing, the
key advantage of XFEL-based serial femtosecond crystallography
over conventional diffraction strategies using synchrotron
radiation is that each XFEL pulse of B1012 X-ray photons is
only a few tens of femtoseconds in duration. This allows
diffraction data to be recorded using brilliant X-ray bursts
before the microcrystals have time to be destroyed by the effects
of radiation damage11–13.

The first proof-of-principle SFX structures were of photosyn-
thetic membrane protein complexes3,4 up to 8.2 Å resolution and
were recovered from diffraction data recorded at the atomic,
molecular and optical science experimental station14 of the
LCLS10 using the CAMP instrument15. High-resolution SFX
structures of the soluble proteins lysozyme5 and cathepsin B6

(1.9 and 2.1 Å resolution, respectively) were reported following
the commissioning of the coherent X-ray imaging (CXI)
instrument16, which operates at shorter wavelengths. Despite
these advances, diffraction data recorded at the LCLS from
membrane protein microcrystals have been considerably weaker
than data recorded from microcrystals of soluble proteins.

The highest-resolution membrane protein SFX structure reported
to date is from photosystem II (ref. 17) and extends only to 5.7 Å
resolution, a resolution at which side chains cannot usually be
resolved.

In this work, microcrystals of the photosynthetic reaction
centre from Blastochloris viridis (RCvir), a four-subunit integral

Figure 1 | SFX diffraction data. Data were recorded on the Cornell-SLAC Pixel Array detector from microcrystals of RCvir at the CXI beamline of the LCLS.
The resolution limit at the edge of the detector was 2.62 Å. Diffractions spots were observed up to 2.8 Å resolution.

Table 1 | Data collection and refinement statistics.

Data collection and refinement SFX RCvir

Data collection
Total number of recorded images 2,744,614
Number of images 410 spots 88,924
Number of confirmed diffraction patterns 5,767
Number of indexed images 1,175
Space group P212121

Unit cell parameters
a, b, c (Å) 57.9, 84.8, 384.3
a, b, l (!) 90, 90, 90
Resolution (Å) 49.6–2.62

Data collection statistics in the range 50–3.5 Å
Completeness (%) 99.1 (93.4)
Multiplicity 27.0 (27.6)
Overall Rsplit on I (%) 36.5 (52.7)
Mean I/s(I) 3.50 (2.0)
CC1/2* 0.54 (0.32)

Refinement
Refinement resolution limits (Å) 49.6–3.50 (3.66–3.50)
Number of unique reflections 24,721
Rwork/Rfree 29.4/32.7
Overall figure of merit (%) 78
Number of atoms 10,039
Protein 9,224
Ligand/ion 815
Root mean square (bonds, Å) 0.02
Root mean square (angles, !) 1.517
Average temperature factor (Å2) 58.51
Wilson B factor (Å2) 79.50
Cruickshank diffraction precision index (Å) 0.749

Values in parenthesis refer to the highest-resolution shell (3.66–3.5 Å).
*Calculated using Aimless.

ARTICLE NATURE COMMUNICATIONS | DOI: 10.1038/ncomms3911

2 NATURE COMMUNICATIONS | 4:2911 | DOI: 10.1038/ncomms3911 | www.nature.com/naturecommunications

& 2013 Macmillan Publishers Limited. All rights reserved.
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Application to a photoactive material
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Colloidal ZnO sample details
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Results 
• 32 nm diameter 
• presence of both O 

and Zn vacancies
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Commercial 
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measured at the microXAS beamline at the SLS
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ZnO ground state measurements
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Figure 9: Normalised XANES spectra of ZnO SA-NP in Water (black line) and a shell by shell
simulation of the cluster size e↵ect on the cross section calculated using FDMNES. The structures
used are shown on the right-hand side.

within the FDMNES package [53]. It reproduces all the features of the experimental spectrum.

Further understanding of the XANES resonances, which becomes important for the analysis of the

time-resolved results, is provided by a shell-by-shell simulation [71, 72] that consists of gradually

increasing the number of neighbouring atoms in the complex around a Zn atom as shown in Fig. 9.

They show that the main multiple scattering feature (9670 eV) is already present when including

a 3.5 Å radius of atoms around the central Zn atom. The strong shoulder on the rising edge

(9.665 keV), assigned to 1s!4p, is only present when including a 4 Å sphere around the complex,

demonstrating that it will be strongly sensitive to the environment. In this respect, Kau et al [73]

have previously demonstrated for a range of Cu K-edges, that the 1s!4p is a sensitive probe of

coordination and increases in strength as the coordination number decreases. While the coordi-

nation number of the first shell does not change in this case, the large number of Zn vacancies

identified in the previous section are likely to lead to the increase in the strength of the 1s!4p in

the SG-NP. Finally, the multiple scattering feature at 9680 eV requires a 6.5 Å radius around the

central Zn and is therefore most sensitive to the longer range order within the SA-NP, which is the

reason that it is weaker for the SG-NP sample.

14

measured at the microXAS beamline at 
the SLS and Sector 7 ID-D of the APS
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How do we extend this to time-resolved 
experiments ?
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microXAS beamline 
- tuneable hard x-ray in-vacuum undulator (4-20 keV) 
- Si (111), Ge(111) & Si(311) monochromator crystals 
- micro-focus capability (< 1µm2) 
- 1012 photons/second 
PHOENIX beamline 
- tuneable ‘tender’ x-ray in-vacuum undulator (0.8-8 keV) 
- Si (111), KTP, Be, InSb monochromator crystals 
- micro-focus capability (< 1µm2) 
- 1011-1012 photons/second
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High-repetition rate pump-probe X-ray experiments
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Development of high-repetition-rate laser pump/x-ray probe methodologies
for synchrotron facilities
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We describe our implementation of a high repetition rate (54 kHz–6.5 MHz), high power (>10 W),
laser system at the 7ID beamline at the Advanced Photon Source for laser pump/x-ray probe studies of
optically driven molecular processes. Laser pulses at 1.06 µm wavelength and variable duration (10 or
130 ps) are synchronized to the storage ring rf signal to a precision of ∼250 fs rms. Frequency
doubling and tripling of the laser radiation using nonlinear optical techniques have been applied to
generate 532 and 355 nm light. We demonstrate that by combining a microfocused x-ray probe with
focused optical laser radiation the requisite fluence (with <10 µJ/pulse) for efficient optical excitation
can be readily achieved with a compact and commercial laser system at megahertz repetition rates.
We present results showing the time-evolution of near-edge x-ray spectra of a well-studied, laser-
excited metalloporphyrin, Ni(II)-tetramesitylporphyrin. The use of high repetition rate, short pulse
lasers as pump sources will dramatically enhance the duty cycle and efficiency in data acquisition and
hence capabilities for laser-pump/x-ray probe studies of ultrafast structural dynamics at synchrotron
sources. © 2011 American Institute of Physics. [doi:10.1063/1.3615245]

I. INTRODUCTION

Ultrafast and time-resolved x-ray measurement tech-
niques, which combine ultrafast lasers and short pulse
x-rays in pump-probe experiments, are powerful tools for
understanding and controlling the behavior of matter at the
molecular level.1–7 These techniques can offer sub-Ångstrom
spatial resolution and temporal resolution down to the pi-
cosecond or femtosecond regimes. In addition, the elemen-
tal specificity and penetration power of x-rays can allow
for in situ measurements of systems in complex or disor-
dered environments.2 While now there are a variety of short
pulse x-ray sources available for these studies, including
table-top sources based on high harmonic generation8–10 or
laser-induced plasmas11–14 and large accelerator based fa-
cilities such as x-ray free electron lasers,15 third generation
synchrotron sources16 such as the Advanced Photon Source
(APS), provide a unique combination of x-ray properties
that are particularly well suited for precision time-resolved
measurements. These include tunability over a large x-ray
energy range (several keV), stability (<0.3% fluctuations
in average flux), defined polarization, high flux (1013 pho-
tons/second/0.01% bandwidth), and high pulse repetition rate
(MHz).

In a typical laser/x-ray pump-probe experiment, a laser
pulse excites a sample to create a transient, non-equilibrium
state and an x-ray pulse follows, at a fixed time delay rela-
tive to the laser pulse, to probe the transient state. X-ray ab-

a)Electronic mail: amarch@anl.gov.

sorption, emission, diffraction, or scattering signals can be de-
tected and signal is accumulated over many pump-probe cy-
cles to satisfy the signal to noise ratio required for data anal-
ysis. This process can be repeated at different delays to map
out the temporal behavior of the transient states. Successive x-
ray pulses in the x-ray pulse train, between laser pump pulses,
can also be used to probe the structural evolution of transient
states on time scales longer than the picosecond range cov-
ered by individual pulses, allowing disparate time scales to be
probed in the same experiment. The APS, in its standard op-
erating mode, produces x-ray pulses with moderate flux (e.g.,
∼106 photons/pulse in a monochromatized beam at 7ID) at a
high repetition rate (6.52 MHz, 153 ns interbunch spacing),
weak enough to act as nonperturbative probes but at a flux
high enough to produce high quality data, even considering
the inherently weak interaction of x-rays with matter (a typ-
ical x-ray absorption cross section is 10−5 times that in the
visible regime). Also, the timing properties of the APS make
it a particularly attractive synchrotron storage ring for tim-
ing studies; the long 153 ns interbunch spacing allows easily
gateable detectors and mechanical choppers to select individ-
ual x-ray pulses and such timing modes are available 80% of
the beamtime.

For several years, time-resolved x-ray/laser experiments
have been carried out at synchrotrons. However, very few, if
any, have been able to utilize the full x-ray flux available.
While for some experiments this has been due to sample or
detector constraints, for many experiments involving quickly
replenishable or reversible systems the main limitation has
been the repetition rate of the laser system. For experiments

0034-6748/2011/82(7)/073110/8/$30.00 © 2011 American Institute of Physics82, 073110-1
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Many different forms of lattice defects in ZnO

Nanotechnology 19 (2008) 445704 M Ghosh and A K Raychaudhuri

Figure 7. Schematic diagram depicting the origin of P1 and P2
emission bands. The defect distributions in the bulk and depletion
regions are shown. Ec, Ev and EF are the conduction band, valance
band and Fermi energy levels, respectively.

centre, created by capture of a hole by the V +
O centre in a

depletion region, leads to emission in the vicinity of 2.2 eV
(EP2), which is the P2 line. The singly charged centre
(V +

O ) in the absence of a depletion region becomes a neutral
centre (V X

O ) by capture of an electron (n-type ZnO) from the
conduction band which then recombines with a hole in the
valence band giving rise to an emission (P1) at 2.5 eV (EP1).
The shift in the visible emission is thus related to the change in
the relative strengths of the two emission bands. Now we show
that the relative occupation of the two charged centres (V ++

O
and V +

O ) is related to the band bending at the depletion layer
near the surface which in turn is related to the surface charge
of the nanostructures.

In spherical nanoparticles of small size, there will be
an appreciable depletion layer near the surface [18]. The
thickness of the depletion layer depends on the density of
native carrier concentration in the nanoparticles. For an n-
type semiconductor in an open circuit condition as is the
case here, the Fermi energy level is typically higher than the
redox potential of the medium in which it is suspended [22].
As a result, electrons will be transferred from the n-type
nanoparticles into the solution. This creates a depletion region
where there is a positive charge associated with the space
charge region, and this is reflected in an upward bending
of the band edges. In ZnO with native defects (n-type),
the depletion region has a typical thickness in the range 5–
10 nm. Such a depletion layer, as stated before, will give
rise to band bending in spherical nanoparticles whose size is
comparable to depletion width [23]. The band bending changes
the relative occupancy of the defect levels in such a way that
it populates doubly charged V ++

o preferentially by which the
P2 emission predominates. The existence of the positively
charged depletion layer can be directly seen from the zeta
potential (18 mV) measured in these nanoparticles of small

size dispersed in ethanol. The shape change leads to hexagonal
particles or rods with flat surfaces. These particles/rods
have severely reduced zeta potential (∼8 mV). This reduces
the depletion layer and the associated band bending. As a
consequence this will change the occupancy of the electron
energy levels in these larger faceted particles which decreases
the occupancy of the V ++

o centres leading to reduction in
emission of the P2 band. The occupancy will be like the
bulk energy level and the predominant emission will be from
the singly charged vacancy (V +

o ), namely the P1 line. Thus
the shape change suppresses the band bending leading to
stronger emission at P1. Therefore the role of shape change
is to modify the band bending and the relative occupancy of
the V ++

o and V +
o levels which in turn changes the dominant

emission channel. The substantial reduction in zeta potential
value on shape change is a proof that the surface charge (and
the depletion layer) is responsible for this process.

Briefly, the above model is based on the fact that the
visible luminescence is linked to the oxygen vacancy and the
depletion layer near the surface plays an important role in
determining the band bending and the associated consequences
in the emission. The shape transition, leads to a change in
the surface charge which in turn changes the extent of band
bending. So, there is a link between the visible emission
and the charge at the nanostructure surface. To establish
this relation, we actually modify the surface charge of the
nanoparticles by embedding them in electrolytes which leads
to a change in their visible emission.

The surface charge driven shift in the relative contribution
of the spectral components in the broad visible emission can
be seen, even in the case of nanostructures having the same
shape and size, by dispersing them in an electrolytic solution
of varying strength. The positively charged ZnO nanoparticles
dispersed in a solution are surrounded by oppositely charged
ions. The net (+)ve charge developed at the particle surface
affects the distribution of ions in the surrounding interfacial
region, resulting in an increased concentration of counter
ions (ions of opposite charge to that of the particle) close to
the surface. Thus an electrical double layer exists around
each particle. The addition of LiClO4 to the dispersion of
ZnO nanoparticles in ethanol reduces the zeta potential at the
interface between ethanol and ZnO nanostructures. As we
keep on increasing the concentration of LiClO4 in ethanol,
the zeta potential around the surface decreases and finally
assumes a negative value (nearly equal to −7 mV for 1 M
LiClO4 in ethanol). In figure 8(a), we plot representative
PL spectra of spherical ZnO nanoparticles dispersed in an
electrolytic solution having different concentrations of LiClO4

as indicated in the graph. We observe a gradual reduction in
the overall intensity of the visible emission on increasing the
LiClO4 concentration. The broad visible emission has been
decomposed into two peaks as in the case of PL spectra of ZnO
nanostructure having various shapes and sizes. In figure 8(a),
we show the two decomposed peaks for the particles dispersed
in pure ethanol (P10M and P20M) and 1M LiClO4 solution in
ethanol (P11M and P21M). In figure 8(b), we plot the intensity
ratio between the two spectral components and observe that the
relative contribution of the P2 band decreases on increasing

6

4!d" shows the calculated sX wave function of the trapped
hole state of VZn

− . It is localized on only one of the four
oxygen neighbors. This is consistent with its spin-resonance
signature.31,32 Even LDA+U does not localize the hole
correctly.22 On the other hand, the wave functions of VO
localize symmetrically over all four Zn neighbors, see Figs.
4!a"–4!c".

E. Assessment of previous LDA-corrected calculations

The significant computational cost of post-LDA methods
such as sX, HSE, or GW makes them useful benchmarks of
lower cost LDA-based methods, applying them to postpro-
cessor corrections. We will refer to these as “GGA-C”
!C=Corrected". Examples include the LDA+U method used
by Janotti and Van de Walle22 to partly correct the band
structure, where an empirical energy U repels Zn 3d states
downward, and so partly opens up the gap. Lany9 used in-
stead a modest U !=6 eV" to shift EV down by 0.7 eV, ac-
counting for the remaining gap error by shifting upward the
conduction band minimum !CBM". These two types of
LDA-C calculations differ also in how the defect levels track
the host band edges. Whereas a general conclusion cannot
yet be drawn on current post-LDA calculations, we note the
following: !i" Fig. 5 and Table II compare our sX formation
energies of VO to those calculated by LDA-C methods. The

formation energy of V0 of +0.85 eV in sX and +1 eV in
HSE is the same as found by Lany9 and slightly less than the
1.0 eV found by Oba.16 It is much less than the 4 eV of
Janotti.22 The +0.85 eV formation energy corresponds to a
frozen-in vacancy density of 1019 cm−3 at 700 °C, consis-
tent with experiment.28

!ii" The calculated !0 /++" levels of VO divide into two
groups: in HSE-40 and sX, they appear at EV
+ !2.2–2.3" eV, as in Janotti.22 In the second camp, we have
HSE-25 that gives EV+1.7 eV, GW calculations based on
HSE-25 !Ref. 23" giving EV+1.7 eV or even only 1.4 eV
!GW based on GGA+U". This second camp is closer to the
LDA+C of Lany9 which gave a !0 /++" level at EV
+1.3 eV.

IV. CONCLUSIONS

In summary, the formation energies and electrical transi-
tion levels of intrinsic defects of ZnO were calculated using
a family of screened exchange and hybrid density function-
als. All functionals provide large improvements over stan-
dard DFT calculations, in particular, in regard of the magni-
tude of the band gap, and the localization of the deep hole
states of VZn. They give remarkably uniform results for the
formation energies of the charge-neutral lattice vacancies of
ZnO. A more differentiated picture emerges for the transition
levels, where our comparison shows there remain significant
differences between different choices for the functional
and/or hybrid DFT parameters.
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FIG. 4. !Color online" !a", !b", and !c" charge density of the
oxygen vacancy for its neutral, +1 and +2 charge states, respec-
tively. Note relaxation of Zn ions. !d" Defect state of the Zn va-
cancy is a p state localized on only one of the adjacent oxygen
atoms.
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than a shallow donor. Figure 1!c" shows that the !!2+ /0"
transition level occurs at #1 eV below the conduction band.
Therefore, it is clear that the oxygen vacancy cannot provide
electrons to the conduction band by thermal excitation in
steady state, and therefore it cannot be a source of the often-
observed unintentional n-type conductivity. It should be
noted that, whereas the formation energy of VO is very high
in n-type ZnO, it is much lower in p-type ZnO, where VO
assumes the 2+ charge state. Thus, oxygen vacancies are a
potential source of compensation in p-type ZnO.

2. Atomic geometry and negative-U character

We find that the oxygen vacancy is a “negative-U” center,
implying that !!2+ / + " lies above !!+/0", with U=!!+/0"
−!!2+ / + "=−0.7 eV, as seen in Fig. 1!c". As the Fermi level
moves upward, the thermodynamic charge-state transition is
thus directly from the 2+ to the 0 charge state; the " charge
state is unstable for any position of the Fermi level.

Negative-U behavior is typically related to unusually
large local lattice relaxations that stabilize particular charge
states. For the neutral charge state, the four Zn nearest neigh-
bors are displaced inward by 12% of the equilibrium Zn–O
bond length, whereas for the " and 2+ charge states, the
displacements are outward by 2% and 23%, as shown in Fig.
4. The origin of these large lattice relaxations lies in the
electronic structure of VO, which was discussed in Sec. III B.
In the neutral charge state, the a1 state is occupied by two
electrons, and its energy is lowered as the four Zn atoms
approach each other. In this case, the gain in electronic en-
ergy exceeds the cost to stretch the Zn–O bonds surrounding
the vacancy and the resulting a1 state lies near the top of the
valence band. In the VO

+ configuration, the a1 state is occu-
pied by one electron, and the electronic energy gain is too
small to overcome the strain energy; the four Zn atoms are
displaced slightly outward, moving the a1 state near the

middle of the band gap. In the VO
2+ configuration, the a1 state

is empty and the four Zn atoms strongly relax outward,
strengthening the Zn–O bonds; the empty a1 state lies near
the conduction band. These large relaxations significantly re-
duce the formation energies of VO

2+ and VO
0 relative to VO

+ ,
making the oxygen vacancy a negative-U center.

3. Comparison with experiment

Most of the experimental investigations of oxygen vacan-
cies to date have relied on electron paramagnetic resonance
!EPR" studies, which will be discussed in the next section.
One group has studied oxygen vacancies with positron anni-
hilation spectroscopy.35,65 The samples were electron irradi-
ated and had a Fermi level 0.2 eV below the CBM after
irradiation. The dominant compensating defect was found to
be the zinc vacancy, consistent with the results presented in
Sec. III D; however, the measurements also produced evi-
dence for the presence of a neutral defect, which was pro-
posed to be the neutral oxygen vacancy. These observations
are fully consistent with our computational results, both re-
garding the absence !below the detection limit" of oxygen
vacancies in as-grown material and VO being present in the
neutral charge state when EF=Ec−0.2 eV.

4. Electron paramagnetic resonance studies of oxygen vacancies

Because of the negative-U character, the positive charge
state of the oxygen vacancy, VO

+ , is thermodynamically un-
stable, i.e., it is always higher in energy than either VO

2+ or VO
0

for any position of the Fermi level in the band gap. This has
important implications for the characterization of oxygen va-
cancies in ZnO. Only the positive charge state, with its un-
paired electron, is detectable by magnetic resonance tech-
niques. An EPR signal associated with VO should thus not be
observed under thermodynamically stable conditions. It is, of
course, possible to create oxygen vacancies in the " charge
state in a metastable manner, for instance, by excitation with
light. Once generated, VO

+ does not immediately decay into
the 2+ or 0 charge state due to the existence of energy bar-
riers associated with the large lattice relaxations that occur
around the oxygen vacancy. We thus expect that at low
enough temperatures, EPR signals due to VO

+ may be ob-
served upon excitation. When the excitation is removed and
the temperature is raised, these signals will decay. In Ref. 66,
we reported that the thermal barrier to escape out of the 1+
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FIG. 4. !Color online" Local atomic relaxations around the oxy-
gen vacancy in the !a" neutral and !b" 2+ charge states. In the
neutral charge state, the four Zn nearest neighbors are displaced
inward by 12% of the equilibrium Zn–O bond length, whereas for
the 2+ charge states, the displacements are outward by 23%.
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D. Zinc vacancies

1. Formation energy and transition levels

Zinc vacancies in ZnO introduce partially occupied states
in the band gap. These states are derived from the broken
bonds of the four oxygen nearest neighbors and lie close to
the VBM. They are partially filled and can accept additional
electrons, thus causing VZn to act as an acceptor. Since the
formation energy of acceptor-type defects decreases with in-
creasing Fermi level, zinc vacancies can more easily form in
n-type samples. They are also more favorable in oxygen-rich
conditions. Figure 3 shows that zinc vacancies have exceed-
ingly high formation energies in p-type ZnO, and therefore
should exist only in very low concentrations. In n-type ZnO,
on the other hand, zinc vacancies have the lowest formation
energy among the native point defects. This energy is low
enough for VZn

2− to occur in modest concentrations in n-type
ZnO, acting as a compensating center. Positron annihilation
experiments35,84 have indeed identified the presence of zinc
vacancies in n-type ZnO.

We find that zinc vacancies are deep acceptors with tran-
sition levels !!0/−"=0.18 eV and !!− /2− "=0.87 eV !see
Fig. 2 and Table II". These levels are too deep for the zinc
vacancy to act as a shallow acceptor. Combined with their
very high formation energy in p-type materials, zinc vacan-
cies are thus unlikely to play any role in p-type conductivity.
Recently, it has been proposed that a complex formed by a
column-V element !As or Sb" on a substitutional Zn site
surrounded by two zinc vacancies could be responsible for
p-type conductivity.85 From our results, the formation energy
of a single VZn is 3.7 eV under p-type conditions !EF at the
VBM", in the most favorable O-rich limit. The formation
energy of an AsZn-2VZn complex would then amount to 2
"3.7 eV plus the formation energy of substitutional AsZn !or
SbZn" minus the binding energy of the complex. Assuming
that the formation energy of AsZn !or SbZn" is about 1 eV !a
very low value considering the chemical mismatch between
Zn and As", a binding energy of more than 6 eV would be
required to stabilize these complexes at equilibrium condi-
tions. This value is too large to be attainable, and indeed
much larger than the value calculated in Ref. 85. Therefore,
we feel that these complexes cannot be responsible for
p-type conductivity.

2. Atomic geometry

The oxygen atoms around the zinc vacancy exhibit large
outward breathing relaxations of about 10% with respect to

the equilibrium Zn-O bond length, as shown in Fig. 6. Simi-
lar relaxations are observed for the three possible charge-
state configurations, VZn

0 , VZn
− , and VZn

2−. This indicates that the
overlap between the oxygen 2p orbitals surrounding the zinc
vacancy is too small to result in significant chemical bonding
between the oxygen atoms. Indeed, the calculated O-O dis-
tances are about 3.5 Å, much larger than the sum of the
covalent radii, which is 2"0.73 Å=1.46 Å.

Our calculations, using either LDA or LDA+U, do not
produce any low-symmetry Jahn-Teller distortions for VZn in
the 1− or neutral charge states, even though such distortions
are known to occur.17,86,87 Jahn-Teller distortions around cat-
ion vacancies also occur in ZnSe,88 and it is known that LDA
calculations are unable to reproduce them.89,90 In the case of
ZnO, for a zinc vacancy in the 1− charge state, the hole is
expected to be localized on one of the four nearest-neighbor
oxygen atoms. The oxygen atom with the hole is expected to
relax toward the vacancy, lowering the energy of the system.
In the case of ZnSe, according to Vlasenko and Watkins,17

the Jahn-Teller effect lowers the energy of VZn
− by 0.35 eV.

Note that a lowering of the energy of the negative charge
state would result in the !!− /2− " transition level shifting
away from the VBM, i.e., the tendency is toward making the
level deeper.

3. Electron paramagnetic resonance studies of zinc vacancies

Several EPR observations of zinc vacancies in ZnO have
been reported. Taylor et al.86 reported EPR signals with g
factors in the range 2.0018–2.056 in irradiated single crys-
tals. It was proposed that a subset of these lines would be due
to Zn vacancies. Galland and Herve87 observed lines with g
factors between 2.0024 and 2.0165 in irradiated single crys-
tals, also attributing them to Zn vacancies.

4. Green luminescence

ZnO often exhibits green luminescence, centered between
2.4 and 2.5 eV.18,19,91,92 This green luminescence has been
observed in samples prepared with a variety of growth tech-
niques, and it is important to point out that there may not be
a single source for this luminescence. For instance, Cu has
been suggested as a potential cause.93,94 Still, not all ZnO
samples contain copper. Native defects have also been sug-
gested as a potential source. Reynolds et al.18,19 and Kohan
et al.37 have suggested that the Zn vacancy can give rise to
green luminescence. Indeed, our calculated transition level

Eb
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FIG. 6. !Color online" !a" Local atomic geometry of the zinc vacancy in the 2− charge state !VZn
2−". !b" Migration paths of VZn

2−: a zinc atom
from an adjacent basal plane or from the same basal plane moves into the vacancy. !c" Calculated migration energy barrier for the path where
a zinc atom from an adjacent basal plane moves to the vacant site. The two migration paths give energy barriers that differ by less than
0.1 eV.
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between the 1− and 2− charge states occurs at 0.9 eV above
the VBM, and hence a transition between the conduction
band !or a shallow donor" and the VZn acceptor level would
give rise to luminescence around 2.5 eV, in good agreement
with the observed transition energy. In addition to the agree-
ment with the observed emission energy, the Zn vacancy is
also a likely candidate because it is an acceptor-type defect:
acceptor defects are more likely to occur in n-type material,
and most ZnO materials to date have exhibited unintentional
n-type conductivity. This proposed explanation for the green
luminescence that is similar to the proposal that gallium va-
cancies are the source of the yellow luminescence in GaN.95

Other explanations have been proposed for the green lu-
minescence. Several groups have suggested that oxygen va-
cancies are the source of green luminescence.38,82,96–99 Van-
heusden et al. reported a correlation between the intensity of
the green luminescence and the concentration of oxygen
vacancies.96,99 However, their assessment of the presence of
oxygen vacancies was based on the observation of a line
with g#1.96 in EPR measurements; as discussed in Sec.
III C 4, this assignment is not correct, undermining the
arguments made in Refs. 96 and 99. Our calculated
configuration-coordinate diagrams for VO also do not show
any transitions consistent with green luminescence.66 Leiter
et al. associated the emission band around 2.45 with oxygen
vacancies based on optically detected magnetic resonance
experiments.82,83 As discussed in Sec. III C 4, we consider it
unlikely that the S=1 center that they observed represents the
oxygen vacancy. Instead, we suggest that VZn may be the
cause of the observed green luminescence in their experi-
ments. Indeed, an S=1 EPR signal related to VZn has recently
been proposed by Vlasenko and Watkins.17 We suggest that
the signal observed by Leiter et al. is associated with the
spin-dependent process VZn

− +EM0→VZn
2− +EM+, where the

exchange interaction between the localized VZn
− center and

the delocalized effective-mass !EM" donor is large enough to
produce the combined S=1 spectrum.

A strong argument in favor of zinc vacancies being the
source of green luminescence has been provided by the ex-
periments of Sekiguchi et al., who have reported strong pas-
sivation of the green luminescence by hydrogen plasma
treatment.100 This observation is consistent with the green
luminescence being caused by zinc vacancies, which act as
acceptors; these acceptors can be passivated by hydrogen,
which acts as a donor.101,102 In fact, the same passivation
effect was observed by Lavrov et al., who simultaneously
observed an increase in vibrational modes associated with
hydrogenated zinc vacancies.102 We note that the passivation
of the green luminescence by hydrogen is very plausible if
the green luminescence is caused by zinc vacancies; hydro-
gen atoms passivate zinc vacancies by forming strong O-H
chemical bonds.102

5. Migration

Migration of zinc vacancies occurs when a nearest-
neighbor zinc atom moves into the vacant site leaving a va-
cancy behind, as schematically shown in Fig. 6!b". For the
calculation of the migration energy barrier, we have focused
on the most relevant 2− charge state; zinc vacancies in the

neutral and 1− charge states have very high formation ener-
gies and are therefore very unlikely to occur under equilib-
rium conditions. The calculated migration energy barrier for
the zinc vacancy in the 2− charge state is 1.4 eV, as shown
in Fig. 6!c". We also find that migration paths involving zinc
atoms in adjacent basal planes or in the same basal plane of
the zinc vacancy give almost the same result, differing by
less than 0.1 eV. We thus predict that the migration of zinc
vacancies in ZnO is isotropic, similar to the case of oxygen
vacancies discussed above.

E. Zinc interstitials

1. Formation energy and atomic geometry

There are two distinct types of interstitial sites in the
wurtzite structure: the tetrahedral site !tet" and the octahedral
site !oct". The tetrahedral site has one zinc and one oxygen as
nearest-neighbor atoms, at a distance of about #0.833d0,
where d0 is the Zn-O bond length along the c axis. Thus, a
zinc atom placed at this site will suffer severe geometrical
constraints. The octahedral site is in the interstitial channel
along the c axis. It is equidistant from three zinc and three
oxygen atoms by 1.07d0. From the distances above, one can
expect the Zni interstitial to prefer the octahedral site where
the geometrical constraints are less severe. Indeed, we find
that the octahedral site is the stable site for Zni. The zinc
interstitial at the tetrahedral site is 0.9 eV higher in energy
and unstable: it spontaneously relaxes to the octahedral site,
and therefore may play a rule in Zni migration, as discussed
below. Moreover, instead of occupying the ideal octahedral
site, we observe a large displacement of the Zni along the c
axis. The resulting relaxed geometry has an increased Zni-Zn
distance of 1.22d0 and a decreased Zni-O distance of 1.02d0;
it is depicted in Fig. 7. Similar displacements along the c axis
were also observed for Gai in GaN.29

Figure 3 shows that under n-type conditions, i.e., for
Fermi-level positions near the conduction band, Zni has a
high formation energy. This is true even under extreme Zn-
rich conditions, where the value is #6 eV. Zinc interstitials
are thus unlikely to be responsible for unintentional n-type
conductivity, since they will be present in very low concen-
trations in n-type ZnO. On the other hand, the formation
energy of Zni

2+ decreases rapidly when the Fermi level de-

(a) Side
view

(b) Top
view

Zni
2+

Zni
2+

FIG. 7. !Color online" Local atomic geometry of the zinc inter-
stitial in the 2+ charge state !Zni

2+" at the stable octahedral site. !a"
Side view perpendicular to the c axis. !b" Top view parallel to the c

axis !along the $0001̄% direction".
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creases toward the VBM; zinc interstitials are thus a poten-
tial source of compensation in p-type ZnO.

2. Transition levels

The zinc interstitial introduces an a1 state with two elec-
trons above the CBM. These two electrons can be transferred
to conduction-band states; indeed, we find that the zinc in-
terstitial occurs exclusively in the 2+ charge state, with the
!!2+ / + " and !!+/0" levels above the conduction-band mini-
mum, as listed in Table II. The zinc interstitial will always
donate electrons to the conduction band, thus acting as a
shallow donor. These electrons can, of course, be bound to
the defect center in hydrogenic effective-mass states, so that
effectively the observed defect levels would be the effective-
mass levels below the CBM.

However, because of their high formation energy !see
above", zinc interstitials will not be present in ZnO under
equilibrium conditions. It has been suggested that zinc inter-
stitials can be observed in n-type ZnO under nonequilibrium
conditions. Thomas6 reported the introduction of shallow do-
nors when ZnO crystals were heated in Zn vapor followed by
a rapid quench, and Hutson5 observed the appearance of a
shallow donor with ionization energy of 51 meV in Hall
measurements. Look et al.20 conducted high-energy electron
irradiation experiments and identified a shallow donor with
ionization energy of 30 meV. Based on the much higher pro-
duction rate of this defect for the Zn !0001" face than for the
O !0001̄" face, the donor was suggested to be related to a
Zn-sublattice defect, either the Zn interstitial itself or a Zn-
interstitial-related complex. Because of the high formation
energies of Zni and its high mobility even a low temperatures
!as discussed in Sec. III E 3 below", we do not believe that
isolated Zni were the observed species in the above experi-
ments.

3. Migration

We have considered migration paths for Zni
2+ parallel and

perpendicular to the c axis. A “natural” migration path for the
zinc interstitial would be along the hexagonal interstitial
channel, parallel to the c axis #perpendicular to the plane of
Fig. 7!b"$. Along this path, the interstitial has to pass through
a plane containing three zinc atoms with relatively short

Zni-Zn distances, leading to a barrier of 0.78 eV. At the
saddle point, the Zni is in the same plane as the three Zn
nearest neighbors, which are pushed apart, leading to a
Zni-Zn distance of about 1.2d0 Å. This path can account for
migration only along the c axis.

We have also considered a path where the interstitial Zn
atom moves through the unstable tetrahedral site, resulting in
diffusion perpendicular to the c axis. At the saddle point, the
Zni atom is at the tetrahedral site, repelling the Zn nearest
neighbor by increasing the Zni-Zn distance from %0.833d0
to 1.12d0. The migration barrier for this path is 0.90 eV,
which is the energy difference between the octahedral and
the tetrahedral configuration.

In addition, we have considered a kick-out !or intersti-
tialcy" mechanism, as shown in Fig. 8. In this mechanism,
the interstitial Zn atom moves in the direction of a substitu-
tional Zn and then replaces it. The former substitutional zinc
atom moves to an adjacent octahedral interstitial site, which
can be either in the same basal plane or in a basal plane
adjacent to that of the original interstitial !Fig. 8". At the
saddle point, the substitutional site is shared by two Zni at-
oms in a rather symmetric configuration as shown in Fig.
8!b". Surprisingly, we find that the kick-out mechanism gives
the lowest migration barrier: 0.57 eV !see Fig. 9". The dif-
ference in the energy barriers for migration paths parallel and
perpendicular to the c axis is smaller than 0.05 eV. There-
fore, the migration of the zinc interstitial is also predicted to
be isotropic. The low migration barrier implies that zinc in-

(a) (b) (c)

Side
view

Side
view

Side
view

Top
view

Top
view

Top
view

FIG. 8. !Color online" Migration path of Zni
2+

in the kick-out mechanism, where a zinc intersti-
tial exchanges places with a zinc atom on a sub-
stitutional lattice site. Upper panels show side
views, whereas lower panels show top views. !a"
Starting configuration, !b" saddle point, and !c"
final configuration where the new zinc interstitial
is in a basal plane adjacent to the basal plane of
the original interstitial atom.
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FIG. 9. Calculated migration energy barrier for Zni
2+ in the kick-

out mechanism illustrated in Fig. 8. The coordinate x is the sum of
the distances between the intermediate positions of the two Zn at-
oms and their respective initial positions.
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terstitials are mobile below room temperature.
The calculated energy barrier of 0.57 eV is in very good

agreement with experimental measurements by Thomas,6
who reported a migration barrier of 0.55 eV for zinc intersti-
tials based on experiments involving heating crystals in Zn
vapor followed by rapid quenching. Despite this low migra-
tion barrier, the activation energy for Zn self-diffusion medi-
ated by Zn interstitials is still quite high in n-type samples,
since we have to add the formation energy of Zni !see Eq.
"1#$. The fact that Zn interstitials migrate by exchanging po-
sitions with Zn atoms at regular lattice sites should be taken
into account when interpreting the migration of Zn intersti-
tials in ZnO crystals using Zn isotopes.103,104 As a Zn isotope
is introduced into ZnO, it promptly exchanges positions with
Zn atoms in the lattice site via the kick-out mechanism. Fur-
ther diffusion of these isotopes then has to occur through a
self-diffusion mechanism, which can be mediated either by
zinc interstitials or by zinc vacancies; these mechanisms
have much higher activation energies than the migration bar-
rier of zinc interstitials by themselves.

It is worth noting that their low migration barrier implies
that zinc interstitials are very unlikely to occur as isolated
interstitials; they will have a high tendency to either diffuse
out of the sample or to bind with other defects or impurities.
Combined with the high formation energy of Zni in n-type
material, this renders it unlikely that zinc interstitials contrib-
ute to unintentional n-type conductivity in ZnO. Even when
zinc interstitials are formed under nonequilibrium conditions,
such as irradiation, they will be unlikely to remain present as
isolated interstitials; the fact that they are mobile at tempera-
tures below room temperature implies that they will either
diffuse out of the sample, recombine with Zn vacancies, or
form complexes with other defects or impurities.

It is conceivable that the high diffusivity of Zni would
cause it to find sites "defects or impurities# to which it is
attracted and with which it can form a complex with a posi-
tive binding energy. If this binding energy is sufficiently
high, and if the resulting complex still acts as a shallow
donor, this may yet provide a mechanism for the zinc inter-
stitial to play a role in the unintentional n-type conductivity
of ZnO. However, we feel that under equilibrium conditions,
this is quite unlikely. Consider, for example, the seemingly
favorable scenario of Zni binding to an impurity that acts as
a single acceptor. Since Zni is a double donor, the resulting
complex is expected to still act as a single donor. However,
the formation energy of the isolated Zn interstitial is so high
that the binding energy of the complex would need to be
unreasonably high in order for the complex to occur in ob-
servable concentrations. We can illustrate this with the ex-
ample of a zinc interstitial bound to a nitrogen acceptor,
which was proposed in Ref. 105. Under n-type and Zn-rich

conditions, Look et al.105 calculated a formation energy for
the "NO-Zni#+ complex of 3.4 eV. This high value renders it
very unlikely that this complex would form during growth of
the material. Such complexes would have a higher chance of
occurring if the interstitials were created under nonequilib-
rium conditions such as irradiation, as discussed in Ref. 105.

F. Oxygen interstitials

1. Formation energy, atomic geometry, and transition levels

Excess oxygen atoms in the ZnO lattice can be accommo-
dated in the form of oxygen interstitials. The oxygen atoms
can occupy the octahedral or tetrahedral interstitial sites or
form split interstitials. We find that the oxygen interstitial at
the tetrahedral site is unstable and spontaneously relaxes into
a split-interstitial configuration in which it shares a lattice
site with one of the nearest-neighbor substitutional oxygen
atoms. In Fig. 10"a#, we show the local lattice relaxation
around the oxygen split interstitial, Oi"split#. The calculated
O-O bond length is 1.46 Å, suggesting the formation of an
O-O chemical bond, and the Zn-O distances are about 3%
smaller than the equilibrium Zn-O bond length in ZnO. Re-
cently, Limpijumnong et al. proposed that other first-row el-
ements can also form “diatomic molecules” in ZnO.106 Our
results agree with theirs, and we also find two almost degen-
erate and completely filled states in the band gap that re-
semble the antibonding pp!* state from a molecular orbital
description of the isolated O2 molecule. However, in the iso-
lated molecule, the pp!* molecular orbital "MO# is occupied
by two electrons with parallel spins, resulting in a triplet S
=1 ground state. In the solid, the four zinc nearest neighbors
provide two additional electrons, and the pp!*-like MO is
completely occupied. This explains the significantly longer
O-O bond length in the split interstitial "1.46 Å# compared to
that of the isolated O2 molecule "1.22 Å#. Our calculations
show that the oxygen split interstitial is electrically inactive,
i.e., it is neutral for any Fermi-level position, with the calcu-
lated donor transition levels ""+/0# and ""+/2+ # occurring
below the VBM.

We also find a metastable configuration for the oxygen
split interstitial, Oi

0"split#*, with formation energy %0.2 eV
higher than the lowest-energy configuration Oi

0"split#. Its lo-
cal atomic geometry is shown in Fig. 10"b#. The O-O bond
length is 1.51 Å. The existence of these two almost degen-
erate configurations with very different O-Zn-O bond angles
reinforces the picture of the oxygen split interstitial as an O2
molecule embedded in the ZnO crystal.

Erhart and Albe43 also reported on the Oi"split# and its
metastable configuration Oi

0"split#*. They referred to them as
“dumbbell configurations,” and they found that these defects

(a) (b) (c)

Oi0(split)

Oi0(split)*
Oi2-(oct)

FIG. 10. "Color online# Local atomic geom-
etry of electrically inactive oxygen split intersti-
tial "a# in the most stable configuration !Oi

0"split#$
and "b# in a metastable configuration !Oi

0"split#*$.
"c# Local atomic geometry of electrically active
oxygen interstitial at the octahedral site
!Oi

2−"oct#$.
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mation energy should therefore increase by 1.4 eV. Instead,
Fig. 1 shows that the correction is less than half of that. The
reason is twofold: first, the LDA+U shifts not only the con-
duction band but also the valence band; second, evidently,
the VO defect state is by no means purely conduction-band-
like in character.

We note in Fig. 1 that the transition levels are shifted
upward in the band gap going from LDA to LDA+U. Since
the difference between LDA and LDA+U reflects the correct
physics of valence-band versus conduction-band character of
the Kohn-Sham states, this justifies the use of Eq. !6" to
correct defect transitions levels !!q /q!" !which are refer-
enced with respect to the VBM". The procedure above differs
from the assumption made by Lany and Zunger in Refs. 62
and 44 that the transition levels of the oxygen vacancy in
ZnO are well described by the LDA+U and do not shift at
all with the conduction band. In their paper, the conduction

band is rigidly shifted to agree with the experimental band
gap, while the transition level is kept fixed at the LDA+U
values. We feel that Lany and Zunger’s assumption is unjus-
tified and inconsistent with their own results. The assumption
that the transition levels associated with the oxygen vacancy
do not shift when the conduction band is corrected is equiva-
lent to saying that the a1 state has purely valence-band char-
acter. If this were true, then LDA and LDA+U would give
the same values for the transition levels, which is clearly not
the case. By increasing the band gap by going from LDA to
LDA+U, the transition levels !!2+ / + ", !!+/0", and !!2
+ /0" all shift upward in the band gap, in accordance with the
relative conduction versus valence-band character of the a1
state.

Figure 2 and Table II show the position of the corrected
transition levels !!q /q!" in the band gap for all native point
defects in ZnO. The justification provided above applies to
transition levels and therefore also to relative formation en-
ergies. The correction of the absolute formation energies re-
quires further considerations regarding the electronic struc-
ture. First, we take note of the fact that the formation
energies of charged defects depend on the position of the
VBM, as evident from Eq. !3". We already emphasized that
the LDA+U approach shifts the position of the VBM as well
as the CBM, and this effect will be felt in the formation
energies as well. LDA+U of course does not fully correct
the band-gap error; indeed, the usual errors intrinsic to the
DFT-LDA are still present, and the LDA+U band gap
!1.51 eV" is still significantly smaller than the experimental
gap !3.43 eV". To extrapolate to the experimental gap, we
therefore need to make an assumption about the position of

0
–
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VO ZnO Oi(oct)VZn Zni
VBM

2+ 2+

0

–
2–

2+
0

0

–

2–

Oi(split)

0

OZn

FIG. 2. !Color online" Thermodynamic transition levels for de-
fects in ZnO. These values were corrected based on the LDA and
LDA+U calculations according to the procedure described in the
text.

TABLE II. Calculated transition levels !!q /q!" !in eV" for native point defects in ZnO. LDA, LDA+U,
and corrected values according to Eq. !6" are listed. The differences "!=!!q /q!"LDA+U−!!q /q!"LDA !in eV"
are also listed.

Defect q /q! !!q /q!"LDA !!q /q!"LDA+U "! !!q /q!"

VO 2+ /+ 1.01 1.41 0.40 2.51
+/0 0.05 0.53 0.47 1.82

VZn 0 /− 0.08 0.11 0.03 0.18
− /2− 0.29 0.45 0.16 0.87

Zni 2+ /+ 1.41 2.01 0.60 3.65
+/0 1.44 2.06 0.62 3.75

Oi!oct" 0/− 0.27 0.39 0.12 0.72
− /2− 0.86 1.06 0.20 1.59

Oi!split" 2+ /+ −0.12 −0.09 0.03 −0.01
+/0 −0.07 −0.05 0.02 0.00

ZnO 4+ /3+ 0.33 0.75 0.42 1.88
3+ /2+ −0.25 0.09 0.34 1.01
2+ /+ 1.59 2.21 0.62 3.91
+/0 1.62 2.25 0.63 3.97

OZn 0/− 0.60 0.85 0.25 1.52
− /2− 0.55 0.88 0.32 1.77
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ZnO analysis & simulation: Structural dynamics

Ground state 
structure

Excited state 
structure

Simulation shows the hole 
trapping sites are consistent 
with native oxygen defects 
within the lattice

T.J. Penfold, J. Szlachetko et al. 
in preparation (2015)

EXAFS

XANES

FEFF

FDMNES

VO+ + h+ → VO++

Which causes an expansion of 
the neighbouring Zn atoms by 
~20%

The majority of the changes we 
see are structural in nature, but 
not all …
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ZnO analysis & simulation: Electronic dynamics
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Nanoparticle conclusions & the future
We’ve identified the long-lived electron traps in ZnO as oxygen-defect 
sites in the lattice 
The structure of this site is consistent with a charge density shift from the 
predominantly oxygen valence band to the zinc conduction band 
This is confirmed by a slight change in charge density in the XES signals

shows the LDA and LDA+U results as well as the extrapo-
lated !!q /q!", which is given by

!!q/q!" =
!!q/q!"LDA+U − !!q/q!"LDA

Eg
LDA+U − Eg

LDA !Eg
exp − Eg

LDA+U"

+ !!q/q!"LDA+U, !2"

where Eg
LDA and Eg

LDA+U are the band gaps given by the LDA
and LDA+U approximations, and Eg

exp is the experimental
gap.14 Table I shows that the transition levels exhibit signifi-
cant upward shifts when the band gap is corrected. This is to
be expected, since the VO defect states are composed of dan-
gling bonds on the neighboring Zn atoms, which exhibit
mainly conduction-band character. The extrapolated values
for the transition levels are also very close to results obtained
using self-interaction-corrected pseudopotentials,15 enhanc-
ing confidence in the approach.

Figure 1!a" shows the formation energy of the oxygen
vacancy VO as a function of Fermi level EF for the three
possible charge states VO

0 , VO
+ , and VO

2+, corrected according
to the procedure described above. Under p-type conditions,
where EF is near the top of the valence band, the oxygen
vacancy is stable in the VO

2+ charge state and therefore acts as
a compensating center with low formation energy. Under
n-type conditions, however, where EF is near the bottom of
the conduction band, the oxygen vacancy is in the neutral
charge state. The calculated !2+ /0" transition level is located
deep in the band gap, at #1.0 eV below the bottom of the
conduction band, indicating that VO will not provide elec-
trons to the conduction band at room temperature. In addi-
tion, the formation energy of VO under n-type conditions is
very high !#3.5 eV", indicating that it is unlikely to form
even at high temperatures during growth. We conclude that
oxygen vacancies are not the source of unintentional n-type
conductivity.

Figure 1!a" also shows that the 1+ charge state is not
stable: the formation energy of VO

+ is higher than that of VO
0

and VO
2+ for all values of EF. This is related to the fact that the

!!2+ / + " transition level is located higher in the gap than the
!!+/0" level, an unusual ordering based on the expected
Coulomb repulsion that occurs when electrons are added to a
defect. Since the 1+charge state is not stable in equilibrium,
any EPR measurements claiming to identify VO without pro-
viding any excitation should be treated with suspicion. In
fact, those papers systematically claim to identify VO based
on a line with g$1.96. In reality, VO corresponds to a line
with g$1.99, and the reports16,17 that correctly make this
identification have in common that !1" electron irradition
was used to produce the defect !since, in agreement with our
calculations, the starting n-type material contains only a neg-
ligible concentration of VO" and !2" optical excitation was
found to be necessary to observe the EPR signal, in agree-
ment with the calculated metastability of VO

+ .
The effective correlation energy U !no relation to

the parameter in the LDA+U approach above" is defined
as the difference between the relevant transition levels, i.e.,
U=!!+/0"−!!2+ / + "=Ef!VO

2+"+Ef!VO
0"−2Ef!VO

+". Our
calculations yield !!+/0"=1.9 eV and !!2+ / + "=2.9 eV,
and, hence, U=−1.0 eV. The negative value reflects the fact
that atomic relaxations play a major role in stabilizing par-
ticular charge states. Our calculations indeed show that the
lattice relaxations around VO are large and very different in
different charge states. For VO

0 , the four Zn nearest neighbors
are displaced inward by 12% of the equilibrium Zn–O bond
length, whereas for VO

+ and VO
2+ the displacements are out-

ward by +2% and +23%, as shown in Fig. 2. Note that the
symmetry of the wurtzite structure does not impose that the
relaxations of all four Zn atoms are identical; however, we
find that to a good approximation the Zn atom along the c
axis relaxes by the same amount as the other three Zn neigh-
bors !to within 0.01Å", and the magnitude of this breathing
relaxation is very similar to that obtained from calculations
for the zinc-blende structure.

The origin of these large lattice relaxations lies in the
electronic structure of VO. The removal of an oxygen atom
from a perfect ZnO crystal leaves four Zn dangling bonds,
each contributing 1/2 electron to a neutral vacancy. The in-
teraction of these dangling bonds results in a completely
symmetric a1 state !which lies in the band gap" and three
almost degenerate higher energy states !resonant in the con-
duction band". For VO

0 , the a1 state is occupied by two elec-
trons, and its energy is lowered when the four Zn atoms
approach each other, with the gain in electronic energy ex-
ceeding the cost to stretch the Zn–O bonds surrounding the
vacancy. The resulting a1 state !identified by the Kohn–Sham

TABLE I. Calculated band gaps and transition levels !!q /q!" for oxygen
vacancies in ZnO !in eV". LDA, LDA+U, and extrapolated values are
listed.

Eg !!2+ / + " !!+/0" !!2+ /0"
LDA 0.81 1.30 0.16 0.73
LDA+U 1.50 1.73 0.64 1.18
Ext. 3.43 2.90 1.94 2.42

FIG. 1. !a" Formation energies vs Fermi level for oxygen vacancies in ZnO
in the 0, 1+, and 2+charge states, under Zn-rich conditions, calculated using
the procedure described in the text. !b" Position of !!2+ /0" with respect to
the top of the valence band Ev in ZnO compared to that in ZnSe, taking into
account the natural valence-band offset.

FIG. 2. !Color online" Ball and stick representation of the local atomic
relaxations around the oxygen vacancy in the 0, 1+, and 2+charge states.
The position of the a1 state is also shown for the equilibrium configuration
of each charge state.
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Valence-to-core XES 
can provide details on 

the valence band 
character but this 

requires better signal-
to-noise (more 

photons)

Size and shape dependence will influence trap 
geometry, energy and concentration

studied in detail recently,[75] but the effects of these factors
on the optical properties of fabricated nanostructures are
still unknown. Different experimental conditions, such as

for example, solution concentration, temperature, and sub-
strate pretreatment, also affect the growth of ZnO by hy-
drothermal methods. Due to the low growth temperature
(typically under 100 8C), the crystalline quality of such sam-
ples is often lower than those fabricated by vapor deposi-

Figure 1. a–f) Representative scanning electron microscopy images of
various ZnO nanostructure morphologies.

Figure 2. a–d) Representative scanning electron microscopy images
of ZnO nanopropeller arrays. Reprinted with permission from
Ref. [27].

Figure 3. A–D) Representative scanning electron microscopy images
of ZnO helical nanobelts. Reprinted with permission from Ref. [28].
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peak positions (387 nm for tetrapods, 381 nm for needles,
397 nm for nanorods, 377 nm for shells, 379 nm for faceted
rods, and 385.5 nm for ribbons/combs) can be observed.
Room-temperature band-edge emission in ZnO nanostruc-
tures was reported to occur at 373,[49] 378,[46,53,57] 380,[47, 64,67]

381,[55] 383,[52, 62] 384–391,[56] 387.5,[58] 389,[50, 62] and 390 nm.[59]

Individual nanostructures, such as nanobelts, exhibited UV
emission in a range between 384 and 391 nm.[56] These dif-
ferences in the peak positions of individual nanobelts, which
are sufficiently large so that there could be no quantum con-
finement effects, indicate that there is likely a different ex-
planation for the variation in the band-edge emission in
ZnO nanostructures reported in different studies. Even
though quantum confinement has been proposed as a cause
of the blue shift of the band-edge emission with decreasing
size,[69] any shift due to quantum confinement in nanocrys-
tals with diameters of 57, 38, and 24 nm is not likely consid-
ering the fact that the Bohr radius of ZnO is 2.34 nm.[70]

One possible reason for the variations in the position of
the band-edge emission in various ZnO nanostructures with
relatively large dimensions are different concentrations of
native defects. Since the defect density on the surface is
higher than in the bulk,[125] spectral shifts due to different
defect concentrations are expected to occur in nanostruc-
tures with different sizes due to different surface-to-volume
ratios. The fact that the decay times in time-resolved PL
from ZnO nanorods are size dependent[71] is in agreement
with the assumption of different defect levels/concentrations
for structures with different surface-to-volume ratios. Thus,
the defects could affect the position of the band-edge emis-
sion as well as the shape of the luminescence spectrum. Al-
though there have been several reports with strong UV and
weak defect emission in ZnO nanostructures,[49,50] in some
cases only defect emission is observed[48] or the UV emission
is much weaker compared to the defect emission.[46] There-
fore, clarifying the origins of different defect emissions is an
important issue. However, it should be noted that the ratio
of the intensity of UV and defect emission is dependent on
the excitation density,[36,74] as well as the excitation area.[74]

Thus, the ratios of these two emissions cannot be used as an
absolute determining factor of the crystalline quality of
ZnO, although they are useful in comparing the quality of
different samples when the measurements are performed
under identical excitation conditions.

2.2. Defect Emissions

Room-temperature PL spectra from ZnO can exhibit a
number of different peaks in the visible spectral region,
which have been attributed to the defect emission. Emission
lines at 405, 420, 446, 466, 485, 510, 544, 583, and 640 nm
have been reported (see Ref. [36] and references therein).
Several calculations of the native defect levels in ZnO have
been reported,[85–87, 124] as summarized in Figure 7. An exam-
ple of defect emissions (normalized PL spectra) from differ-
ent ZnO nanostructures is shown in Figure 8.

Green emission is the most commonly observed defect
emission in ZnO nanostructures,[4,47–49,52,53,56–58,61,62,64,67,68]

similar to other forms of ZnO. The intensity of the blue–
green defect emission was found to be dependent on the
nanowire diameter,[5,64] but both increased[5] and de-
creased[64] defect emission intensity with decreased wire di-
ameter were reported. Several different hypotheses have
been proposed: Green emission is often attributed to singly
ionized oxygen vacancies,[47–49, 64,68] although this assignment
is highly controversial. Other hypotheses include antisite
oxygen,[56] which was proposed by Lin et al.[85] based on the
band structure calculations. Green emission was also attrib-
uted to oxygen vacancies and zinc interstitials.[67] Cu impuri-
ties have been proposed as origin of the green emission in
ZnO.[88] Blue-green defect emission was also reported in Cu
doped ZnO nanowires.[65] However, although Cu was identi-
fied as a possible cause of green emission in ZnO,[88] this
cannot explain the defect emission in all ZnO nanostructure
samples, especially those where defect emission exhibits
strong dependence on annealing temperature and atmos-
phere which would be more consistent with an intrinsic
defect rather than Cu impurity. Other hypotheses include

Figure 8. Room-temperature PL spectra of different nanostructures:
1) Tetrapods, 2) needles, 3) nanorods, 4) shells, 5) highly faceted
rods, 6) ribbons/combs.

Figure 7. Illustration of the calculated defect energy levels in ZnO
from different literature sources (data marked with the subscript “a”
originate from Ref. [85], those marked with “b” stem from Ref. [87],
and those marked with “c” originate from Ref. [86]). VZn, VZn

! , and
VZn

2! denote neutral, singly charged, and doubly charged zinc vacan-
cies, respectively. Zni

o and Zni indicate neutral zinc interstitials,
while Zni

+ denotes a singly charged zinc interstial. VO
o and VO denote

neutral oxygen vacancies, while VO
+ denotes a singly charged

oxygen vacancy. Oi represents an oxygen interstitial. VOZni denotes a
complex of an oxygen vacancy and zinc interstitial.
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Optical Properties of ZnO Nanostructures

Better time resolution will allow us to observe initial electronic relaxation 
processes in the conduction band, as well as perhaps observe coupling to 
lattice phonons on the 100-300 fs timescale

6000

4000

2000

0

Difference photon counts (a.u.)

9.669.649.629.609.589.569.54

X-ray emission energy (keV)

104

2

3

4
5
6

105

2

3

4
5
6

106

2
Ph

ot
on

 c
ou

nt
s 

(a
.u

.)

Kβ1,3

valence to core

EXAS=9.877 keV

mailto:chris.milne@psi.ch


August 16-21, 2015 chris.milne@psi.ch PSI Summer School, Zuoz

How are we going to get better time-resolution ?
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Free electron lasers

If the electrons and light 
are resonant they can 
exchange energy as 
they propagate through 
the undulators

Which leads to microbunching and the 
electrons emit light in phase

So we have a single-pass, noise-seeded free electron laser

https://www.fels-of-europe.eu
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C. Pellegrini and S. Reiche, in Digital Encyclopedia of Applied Physics, Wiley (2003).
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Moving FELs into the X-ray regime

The LCLS electron accelerator is based on the last kilometre of
the SLAC 3-km-long linac. This remarkable 42-year-old
machine22 uses radiofrequency (RF) fields at 2,856 MHz (S-band)
to accelerate electrons up to 50 GeV, most prominently for high-
energy physics research. The final kilometre of this linac is now
being used to drive the FEL. To create the LCLS, the linac was modi-
fied to include a new high-brightness electron injector at the 2 km
point, and two magnetic bunch compressor chicanes (BC1 and
BC2) were added to increase the peak current of the electron
beam in stages, commensurate with the increasing beam energy.
A new 350-m-long transport line was built at the end of the linac
to deliver the 3.5–15 GeV electrons to the 132-m-long undulator
line, after which the electrons are dumped and the X-ray beam is
transported to the X-ray diagnostics, or one of several experimental
stations. The facility has been designed to allow future expansion
with up to eight undulators and separate X-ray beamlines. The
LCLS layout is shown in Fig. 1.

The new injector23 must produce a very bright electron beam in a
single bunch generated at a rate of up to 120 Hz with a charge of
0.25 nC (an empirically improved operating point that performs
better than the 1-nC design), a peak current of 35 A, and an
r.m.s. energy-normalized emittance of ,1 mm in each transverse
plane. The injector begins with a photocathode RF gun with a
copper cathode illuminated by UV light from a frequency tripled
pulse from an amplified Ti:Sapphire laser system. Uniform spatial
UV shaping is important to generate the low emittance and is
accomplished with a 1.2-mm-diameter over-filled aperture imaged
to the cathode. The (less critical) uniform temporal shaping is
accomplished by stacking two 3-ps-long (FWHM) Gaussian
beams separated by 3 ps.

The pair of new bunch compressors shortens the electron bunch
and thereby magnifies the peak current from the injector by a factor
of !100, for a final peak current of up to 3.5 kA at the end of the
linac. The high peak current is required to efficiently generate and
saturate the shortest X-ray wavelengths. The compressors were
designed to minimize the effects of coherent synchrotron radiation24

(CSR), a process that can degrade the electron beam brightness
during the compression process as the very short electron bunch
begins to radiate coherently in the chicane bend magnets. The
effects of CSR have been measured in both compressors and show
reasonably good agreement with available computer modelling
codes25. The electron bunch length is measured using a transverse
RF S-band deflecting cavity26 (‘TCAV3’ in Fig. 1), which works
like a femtosecond-resolution streak camera for electrons and is
capable of resolving bunch lengths as short as 25 fs FWHM.

A special ‘laser heater’27,28 is located in the injector at 135 MeV
(‘Heater’ in Fig. 1). This unique component adds a small level of
energy spread (!20 keV r.m.s. before bunch compression) to the
electron beam to ‘Landau damp’ a micro-bunching instability
before it potentially breaks up the high-brightness electron beam.
The system modulates the energy of the electron bunch using a
co-propagating IR-laser (758 nm) in a short undulator (0.5 m),
which is enclosed within a four-dipole magnetic chicane. The
energy modulation is immediately smeared by the last two
magnets of the chicane into an uncorrelated energy spread, which
continues to smooth the temporal distribution of the bunch as it
passes through the downstream bunch compressors. The heater is
the first of its kind in a linac-based FEL and has been shown to
be quite effective in suppressing this instability and improving
FEL performance29.

Table 1 | Design and typical measured parameters for both hard (8.3 keV) and soft (0.8–2.0 keV) X-rays. The ‘design’ and
‘hard’ values are shown only at 8.3 keV. Stability levels are measured over a few minutes.

Parameter Design Hard Soft Unit
Electrons

Charge per bunch 1 0.25 0.25 nC
Single bunch repetition rate 120 30 30 Hz
Final linac e2 energy 13.6 13.6 3.5–6.7 GeV
Slice† emittance (injected) 1.2 0.4 0.4 mm
Final projected† emittance 1.5 0.5–1.2 0.5–1.6 mm
Final peak current 3.4 2.5–3.5 0.5–3.5 kA
Timing stability (r.m.s.) 120 50 50 fs
Peak current stability (r.m.s.) 12 8–12 5–10 %

X-rays
FEL gain length 4.4 3.5 !1.5 m
Radiation wavelength 1.5 1.5 6–22 Å
Photons per pulse 2.0 1.0–2.3 10–20 1012

Energy in X-ray pulse 1.5 1.5–3.0 1–2.5 mJ
Peak X-ray power 10 15–40 3–35 GW
Pulse length (FWHM) 200 70–100 70–500 fs
Bandwidth (FWHM) 0.1 0.2–0.5 0.2–1.0 %
Peak brightness (estimated) 8 20 0.3 1032 *
Wavelength stability (r.m.s.) 0.2 0.1 0.2 %
Power stability (r.m.s.) 20 5–12 3–10 %

*Brightness is photons per phase space volume, or photons s21 mm22 mrad22 per 0.1% spectral bandwidth.
†‘Slice’ refers to femtosecond-scale time slices and ‘projected’ to the full time-projected (that is, integrated) emittance of the bunch.
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Figure 1 | LCLS machine layout. Layout from the electron gun to the main dump, with two bunch compressors, BC1 and BC2, and a 132-m-long undulator.
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2009: LCLS first 
achieved lasing at hard 
X-ray wavelengths

(time-integrated) emittance values there vary from 0.5 to 1.2 mm,
most of the emittance growth is thought to be only in the projection
(that is, due to transverse centroid shifts along the bunch). The
time-sliced emittance measured in the injector (0.4 mm) appears
to be well preserved. The figure shows a measured FEL gain

length of 3.5 m and a saturation length of 60 m (2/3 of the 90-m
design value), consistent with simulation results where the slice
emittance is taken as 0.4 mm. The FEL gain length at soft X-ray
wavelengths (15 Å) is measured to be !1.6 m (ref. 36).

To estimate the total FEL energy in the X-ray pulse, the electron
energy loss across the undulator is measured by observing changes
of the vertical electron beam position in the dump line after the ver-
tical bend magnets (see Fig. 1), where the momentum dispersion is
large. In addition to the FEL process, broadband spontaneous radi-
ation and vacuum chamber wakefields can contribute to energy loss
in the undulator. However, these non-FEL effects can be isolated by
exciting a large horizontal betatron oscillation in the undulator to
suppress the FEL interaction, allowing the FEL-induced energy
loss to be precisely determined. This measured average energy loss
per electron, multiplied by the electron bunch charge, yields the
total energy in the FEL X-ray pulse. Using this method, we consist-
ently measure X-ray pulse energies from 1 to 3 mJ with ,5% r.m.s.
precision for the nominal 250-pC bunch charge throughout the
entire operating wavelength range. This electron-based X-ray energy
measurement is also used to calibrate the gas detectors, which
measure the relative X-ray pulse energy on each pulse (see below).

Owing to the exceptional electron beam quality and feedback
controls, the electron bunch length can easily be varied during
FEL operation, especially with soft X-rays (22 to 6 Å). Figure 5
shows the measured X-ray pulse energy at 6 Å (2 keV photon
energy) as a function of the electron bunch length (FWHM) over
the range between 70 and 350 fs (corresponding to a peak current
variation of 3.5–0.7 kA). The X-ray pulse energy increases with
bunch length, probably due to reduced collective effects in the
bunch compressors and undulator, but rolls off above 250 fs,
because the peak current also drops. To estimate the X-ray peak
power, we divide the X-ray pulse energy by the X-ray pulse length,
which is assumed to be the same as the measured electron bunch
length. Figure 5 shows that the X-ray peak power is increased with
a shorter pulse length, even where the total pulse energy decreases.

To reach exceptionally short pulse durations, the LCLS has added
a low-charge operating mode (20 pC). The reduced bunch charge
provides even better transverse emittance from the gun and also
mitigates collective effects in the accelerator, allowing for extreme
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Figure 3 | Electron trajectories through the undulator after beam-based alignment. Both horizontal (top) and vertical (bottom) are shown at four different
electron energies (4.3, 7.0, 9.2 and 13.6 GeV). The trajectory is seen to be highly dispersion-free and therefore well aligned. Error bars represent the r.m.s.
statistical uncertainty in the measured beam position when averaging 50 beam pulses.
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Error bars represent the r.m.s. statistical uncertainty in the measured power
when averaging 30 beam pulses. The measured gain length is 3.5 m with a
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parameters shown. The YAG screen image is shown in the inset with
140-mm r.m.s. round X-ray spot size in this early case (April 2009). lr is the
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normalized transverse r.m.s. emittance of the electron beam in the
undulator; sE/E0 is the r.m.s. relative energy spread of the electron beam in
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4. RESULTS AND DISCUSSIONS 
4.1 SASE power spectral density 

A typical single-shot spectrum of the SASE FEL beam operating at 150 pC bunch charge with optimal compression is 
shown in Figure 3, where the projection in the non-dispersion direction of a single-shot spectrograph measured by with 
the Si (111) spectrometer was plotted, clearly showing the characteristic SASE spectra of large number of spikes of 
varying width and magnitude. The single-shot spectra fluctuated in both the distribution of the spikes and the center of 
the distribution on a shot-to-shot basis, consistent with the predicted spectral properties by theoretical treatment and 
numerical simulations. Finer details of the spikes were revealed in the spectra measured by a simultaneous Si (333) setup 
(data not shown).  The stochastic nature of the single-shot spectra similar to that of Figure 3 can be used to study the 
statistical properties of the SASE FEL in the spectral domain. The projection was a simple integration along the beam 
footprint perpendicular to the curvature of the spectrometer crystal, leading to an enhancement of the signal-to-noise 
ratio, which in principle was not necessary, and could smear the resolution if a spatial chirp was present. In fact, the two-
dimensional spectrograph provides a way for studying the spatial chirp often present in the direction of the dispersive 
electron optics in the accelerator system, i.e., the horizontal direction in the particular case of the LCLS. The energy 
scale was calculated based on a calibration of the spatial dispersion of the spectrometer discussed below. 

 
Figure 3. A typical single-shot hard X-ray spectrum of the LCLS SASE FEL at an average energy of 9500 eV using the Si (111) 
reflection. The FEL was operating with 150 pC bunch charge with optimal compression. The observed spiky nature was predicted by 
theoretical treatment of the FEL lasing process as well as numerical simulations. More details in the random structure were revealed 
with a high resolution setup using the Si (333) (data not shown). 

 

4.2 Calibration of the spatial dispersion 

The bent crystal creates a linear dispersion of the polychromatic incident collimated FEL X-rays that provided a unique 
mapping between the outgoing directions of the reflected X-rays, e.g., the position on a pixelated sensor and their 
energies, as given by: 
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Fig. 9.1 Peak brightness (number of photons per second, mm2, mrad2, and 0.1 % bandwidth),
plotted as a function of photon energy, of the X-ray free-electron lasers LCLS (SLAC, Stanford,
USA), SACLA (RIKEN, Harima, Japan), the European XFEL (under construction in Hamburg, Ger-
many), the SwissFEL (under construction at PSI, Villigen, Switzerland) and the PAL-XFEL (under
construction at PAL, Pohang, Korea). For comparison, the peak brightness of the soft X-ray FELs
FLASH (DESY, Hamburg, Germany) and FERMI@Elettra (ELETTRA, Trieste, Italy) is shown,
as well as the brightness achieved at the third-generation synchrotron light sources Advanced Pho-
ton Source APS (Argonne National Lab., USA), Berliner Synchrotron BESSY (Berlin, Germany),
European Synchrotron Radiation Facility ESRF (Grenoble, France), PETRA III (DESY, Hamburg,
Germany), Swiss Light Source SLS (PSI, Villigen, Switzerland), and Super Photonring SPring-8
(RIKEN, Harima, Japan). We thank E. Allaria (ELETTRA), H.-D. Nuhn (SLAC), S. Reiche (PSI),
H. Tanaka (RIKEN) and J.-H. Han (PAL) for providing information. The current status of FEL
facilities worldwide is described in Ref. [10].

spectral photon beam brightness finally reads

BFEL =
√

2
π3/2 !c

PFEL

λℓ

ωℓ

σωℓ

. (9.6)

One can see in Fig. 9.1 that the peak brightness at LCLS and SACLA exceeds that
of other accelerator-based X-ray sources by some eight orders of magnitude. Two
physical reasons are responsible for the extremely high instantaneous power:

P. Schmüser et al., Free-Electron Lasers in the Ultraviolet and X-ray Regime, Springer Tracts in Modern Physics 258 (2014)
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Now there are XFEL projects everywhere…
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SwissFEL

…including at PSI, introducing SwissFEL
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injector
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SwissFEL: June 27, 2013
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SwissFEL under construction

20.05.2015

09.06.2015

ESA hutch 30.07.2015
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Aramis: 1-7 Å (2-12.4 keV) hard X-ray SASE FEL,  
In-vacuum , planar undulators with variable gap.  
User operation from mid 2017  

Athos : 
(2nd phase)

7-70 Å soft X-ray FEL for  SASE & Seeded operation .  
APPLE II undulators with variable gap and full polarization 
control. 
To be implemented after 2017

715	  m

Phase	  2,	  2017-‐19Phase	  1,	  2012-‐16

SwissFEL	  parameters	  

Wavelength	  from	  	  	  	  	  	  	  1	  Å	  -‐	  70	  Å	  

Photon	  energy	   	   0.2-‐12	  keV	  

Photon	  /	  pulse	  (1Å)	   7.3E+10	  	  

Pulse	  duraYon	  	   	   1	  fs	  -‐	  20	  fs	  

Energy	  bandwidth	   0.05-‐0.16%	  

e-‐	  	  Energy	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  5.8	  GeV	  

e-‐	  Bunch	  charge	  	  	  	  	  	  	  	  	  	  	  10-‐200	  pC	  

RepeYYon	  rate	  	  	  	  	  	  	  	  	  	  	  	  100	  Hz	  

What are we going to put into this building ?

1.77-12.4 keV

2012-2017

after 2017
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What are the properties of the X-rays 
from an XFEL ?
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XFEL spectral properties

The photon spectrum of an XFEL varies enormously from shot-to-shot

Courtesy of Dr. Mikako Makita

Measured at LCLSP. Karvinen et al., Opt. Lett. 37, 5073 (2012)
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XFEL pulse energy properties
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XFEL pulse duration properties

(FWHM) as shown in Fig. 2c, depending on how much
the electron bunch is compressed upstream. Even shorter
X-ray pulses are desired for some scientific experiments
such as biomolecular imaging14 and time-resolved pump-probe
spectroscopy in femtochemistry40. At the LCLS, two experimental
methods—a low-charge (20 pC) mode41 and a slotted-foil
emittance spoiling scheme42—have been successfully developed
to produce sub-10 fs X-ray pulses. However, until now, there has
been no diagnostics reported that can measure the X-ray pulses at
a resolution of a few femtoseconds or better.

Using this reported X-band rf deflector, we are able to
characterize the electron bunch and the X-ray pulse with
femtosecond resolution. Figure 3 shows measurements of a
20-pC bunch with the FEL configured for an X-ray photon energy
of 1.0 keV. With this overcompression operation mode (see panel
a) the electron bunch duration is measured to be B11 fs FWHM
with an experimentally determined resolution of 0.8±0.1 fs r.m.s.
The two examples of lasing-on shots in panels b and c show that
it is mainly the high-current core of the beam that contributes
to lasing. By comparing the lasing-on (b,c) images with the
lasing-off (a) one, the X-ray power profiles are reconstructed in e
and f (blue curves). Finally, temporal profiles with applied
deconvolution using the measured time resolution are presented
as well. In panel e, the pulse duration is 2.6±0.3 fs FWHM that
approaches the expected value for a single, coherent self-amplified
spontaneous emission spike at B1 keV. Another single shot,
shown in f, clearly reveals multiple spikes with similar widths.
Further discussions about deconvolution can be found in
Supplementary Note 3 and Supplementary Fig. 3.

Lasing evolution of hard X-ray FELs. With this diagnostic tool
established, we can study the FEL lasing process and more

effectively improve the accelerator and FEL performance. For
example, in the hard X-ray regime, coherent diffraction imaging
of complex molecules requires a large number of photons (for
example, B1013 photons in B10 fs pulse) that correspond to
terawatt peak power43,44. This requirement is at least one order of
magnitude higher than achievable at existing FEL facilities.
Tapering the undulator strength after FEL saturation is a
well-known method for achieving higher FEL power (see,
for example, refs 45–47). The FEL resonant wavelength is
lr ¼ luð1þK2=2Þ=2g2, where lu is the undulator period, K is
the normalized undulator strength parameter and g is the electron
energy in units of the rest energy mc2. In the tapered section, the
undulator strength (K value) is properly matched to the FEL-
induced energy loss of the electron beam, allowing some electrons
to be continuously trapped within a longitudinal phase space
separatrix, or ‘FEL radiation bucket’45. In this way we expect to
extract additional radiation power after the saturation of the FEL.

As an example, we have measured the evolution of FEL lasing
along the undulator at a photon energy of 10.2 keV (see Fig. 4).
During these measurements we suppress the lasing over a section
of the undulator by perturbing the electron trajectory with
steering coils (kickers) located along the undulator48. The
trajectory is nominal for lasing up to the applied kicker, so the
reconstructed X-ray power profile represents the lasing
performance at that point. A taper varying quadratically along
the undulator distance was applied beyond the 21st undulator
segment (U21; each segment is 3.4 m long) and optimized to
achieve the maximum pulse energy at the end of the undulator
beamline at U33. The X-ray pulse energy is increased from
B1 mJ at U25 to B2.8 mJ at U33. This indicates that the post-
saturation taper improves the photon pulse energy by more than
a factor 2, as also reported earlier48. Here from the longitudinal
phase space measurements, we clearly observe an energy gap in
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Figure 3 | Measurements of sub-10 fs X-ray pulses. The electron bunch charge is 20 pC with electron beam energy of 4.7 GeV. (a) One single-shot
lasing-off image; (b,c) two single-shot lasing-on images; (d) the current profile showing a bunch duration of B11 fs full-width half maximum (FWHM). The
reconstructed X-ray temporal profiles from the measured slice energy loss are shown in e and f. X-ray pulse duration of less than 3 fs FWHM is measured in
e. The data points represent the measured beam parameters at the discrete time slices, where the errors are derived from the averaging of multiple
baseline images, and the deconvolution has been applied using the measured time resolution.

ARTICLE NATURE COMMUNICATIONS | DOI: 10.1038/ncomms4762

4 NATURE COMMUNICATIONS | 5:3762 | DOI: 10.1038/ncomms4762 | www.nature.com/naturecommunications

& 2014 Macmillan Publishers Limited. All rights reserved.

The pulse shape and duration in time also varies from shot to shot

C. Behrens et al., Nat. Comm. 5, 3762 (2014)

the deep-saturation regime, which means some electrons have
been trapped and continuously decelerated with this optimized
taper set-up. To understand the trapping effect, the electron
resonant energy along the undulator distance is derived from the
tapered undulator K value using the FEL resonance condition, as
plotted with red-dashed lines on the phase space images in panel
a. It shows that the mean energy of the trapped electrons is
consistent with the FEL resonant energy in the taper regime,
which makes it possible to extract additional photons after FEL
saturation. If there is no post-saturation taper applied, the
measured longitudinal phase space at U33 is similar to the one at
U25, and the pulse energy stays at 1 mJ level. In this way the
reported new diagnostic technique provides an effective tool for
taper optimization in FELs.

The evolution of the X-ray power profile along the undulator is
demonstrated in Fig. 4b. The X-ray power profile possesses a
double-horn temporal structure similar to the electron bunch
current. At the end of the undulator, the peak power is
approaching 100 GW. From 50 consecutive shots of the measured
X-ray power profiles at U33 (see panel c), we can see the pulse
duration is relatively stable with a double-horn temporal structure
consistently observed. In this deep saturation example, the total
radiation slippage relative to the electron bunch is estimated to be
less than 0.5 fs and is negligible compared with the resolution
limit.

Discussion
Single-shot measurements of the electron and X-ray temporal
profiles have been carried out at the LCLS using the recently
commissioned X-band rf transverse deflector. This provides an

excellent X-ray temporal diagnostic tool largely independent of
photon energy, together with a large dynamic range. The data
processing for reconstruction of the X-ray temporal profiles is
simple and reliable, and can provide a constant stream of non-
invasive, single-shot X-ray temporal profiles during user
experiments.

The measured resolution is below 1 fs r.m.s. at soft X-ray
energies and B4 fs r.m.s. at hard X-ray energies. A pulse duration
of less than 3 fs FWHM at soft X-ray energy has been measured,
and the electron trapping in X-ray FELs was experimentally
observed in the deep-saturation regime. To further improve the
temporal resolution, one can increase the deflecting strength by
either adding more deflectors or upgrading the existing power
source with rf pulse compression technology49–51. It is also
possible to further optimize the electron beam optics by adding
quadrupole magnets. Improvements like these would allow us to
approach sub-femtosecond resolution at hard X-ray energies.

Methods
Experiment set-up. The longitudinal electron bunch phase space distributions
have been measured using a scintillation screen made of Ce:YAG. This Ce:YAG
screen has a diameter of 1.5-inch and a thickness of 50 mm; it is tilted by 5! with
respect to the electron beam axis. Such a relatively large screen is chosen to
accommodate the beam position jitter mainly caused by the beam arrival time and
rf phase jitter. The screen is finally imaged by a charge-coupled device (CCD)
camera equipped with standard optics and viewed via an upstream mirror-like foil
rotated by 25!. The 5! tilt angle steers the coherently emitted optical transition
radiation by the upstream foil into the direction of specular reflection away from
the CCD camera. The CCD chip of the camera has a bit depth of 12 bits and
consists of 1,394! 1,040 pixels with 4.65! 4.65 mm2 pixel size. The magnification
provided by a 55-mm telecentric lens is 1:6.4, leading to an apparent pixel size of
29.8! 29.8 mm2. The read-out frame rate of the CCD camera was 10 Hz for the
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Figure 4 | Lasing evolution of hard X-ray free electron lasers. The electron bunch charge is 150 pC with beam energy of 15.2 GeV, and the photon energy
is 10.2 keV. (a) The measured electron beam longitudinal phase space distribution at different undulator positions. The blue line with squares shows the
measured FEL power gain curve. We show sample lasing-on images at U25, U29, and U33 and lasing-off images, where the red-dashed lines on the images
indicates the resonant electron energy according to the undulator K values used. In the deep saturation point at U33, trapped electrons are evident.
(b) The X-ray power profiles ranging from pre-saturation to deep saturation are shown at U21, U23, U25, U29 and U33, and the electron current
profile is also included with green-dashed line. (c) The power profiles from 50 consecutive shots after U33 are plotted, where we illustrate the pulse
shape stability with centre-of-mass correction.
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single-shot spectra were collected at each delay step and combined
to generate the averaged spectrogram shown in Fig. 3. For large
delays, where the terahertz field is weak, the He 1s photoemission
peak is nearly unaffected and located near its undressed, field-free
kinetic energy. Around the zero crossing of the vector potential,
the kinetic energy of the photoelectrons is shifted and broadened
depending on the terahertz streaking field parameters.

The streaking map was constructed using equation (1) and the
terahertz electric field measured by EOS. Although the shape of the
measured electric field is exact, measurement of the absolute peak
electric field strength is less precise due to imperfect orientation
and impurities in the electro-optic crystal that result in a
reduced effective electro-optic coefficient. Therefore, the single-
shot photoelectron spectra from the full time scan that experience
the greatest positive or negative kinetic energy shift are used to
scale the amplitude of the streaking map. This additional measure-
ment allows us to determine the absolute electric field strength
with much greater accuracy than by EOS alone. The streaking
map used in our measurements spans the maximum observed
single-shot shift of the photoemission peak of þ23/237 eV, cor-
responding to a peak terahertz electric field strength of
165 kV cm21.

The resolution of the timing measurements is limited by both the
strength of the terahertz streaking field, or degree of spectral

broadening, and the energy resolution of the photoelectron spec-
trometer. In these experiments, the energy resolution of the photo-
electron spectrometer can be determined by comparing the
bandwidth of the average field-free photoelectron spectrum of the
He 1s line to an independent measurement of the average FEL
photon bandwidth. The unstreaked, field-free photoelectron spec-
trum is nearly Gaussian with an observed bandwidth of 7.2 eV
FWHM, which is a convolution of the energy resolution with the
FEL bandwidth. Because the independently measured FEL band-
width is 2.5 eV FWHM, the photoelectron spectrometer resolution
is 6.8 eV FWHM. The energy resolution of the photoelectron spec-
trometer in conjunction with the terahertz streaking map is used to
determine the minimum separation between two distinguishable
features in the FEL pulse temporal profile. In these measurements,
the minimum separation is !40 fs. It is expected that this resolution
limit can be improved to better than 10 fs.

Complete single-shot FEL temporal pulse characterization
Characteristic streaking measurements made at FLASH are shown
in Fig. 4. Figure 4a,c shows the streaked single-shot spectra of two
different FEL pulses. The statistical error in the single-shot spectrum
is calculated according to the number of electrons collected within
the energy resolution window of the detector. Because the photo-
electron spectrum is heavily oversampled, boxcar integration is
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Figure 4 | Single-shot FEL pulse power profile on the pump–probe laser time base. a,c, Two distinct single-shot streaked photoelectron spectra. Shaded
error envelopes are calculated by boxcar integration based on the number of electrons collected within the 6.8 eV FWHM resolution window of the time-of-
flight spectrometer. Blue dots are raw data points in the measured streaked spectra. Red curves show the spectra after Fourier filtering to remove high-
frequency noise. Blue curves are filtered streaked spectra following deconvolution of the photoelectron spectrometer resolution. b,d, Retrieved FEL pulse
profiles on the pump–probe laser time base using the single-valued streaking map (black dashed curve). Scales on the right correspond to the streaking map;
scales on the left correspond to the FEL power that is obtained by assuming 10 mJ of pulse energy for the single-shot measurement shown in a. A 53+5 fs
FWHM substructure is observed in the first single-shot measurement and a !40+5 fs FWHM substructure in the second.
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single-shot spectra were collected at each delay step and combined
to generate the averaged spectrogram shown in Fig. 3. For large
delays, where the terahertz field is weak, the He 1s photoemission
peak is nearly unaffected and located near its undressed, field-free
kinetic energy. Around the zero crossing of the vector potential,
the kinetic energy of the photoelectrons is shifted and broadened
depending on the terahertz streaking field parameters.

The streaking map was constructed using equation (1) and the
terahertz electric field measured by EOS. Although the shape of the
measured electric field is exact, measurement of the absolute peak
electric field strength is less precise due to imperfect orientation
and impurities in the electro-optic crystal that result in a
reduced effective electro-optic coefficient. Therefore, the single-
shot photoelectron spectra from the full time scan that experience
the greatest positive or negative kinetic energy shift are used to
scale the amplitude of the streaking map. This additional measure-
ment allows us to determine the absolute electric field strength
with much greater accuracy than by EOS alone. The streaking
map used in our measurements spans the maximum observed
single-shot shift of the photoemission peak of þ23/237 eV, cor-
responding to a peak terahertz electric field strength of
165 kV cm21.

The resolution of the timing measurements is limited by both the
strength of the terahertz streaking field, or degree of spectral

broadening, and the energy resolution of the photoelectron spec-
trometer. In these experiments, the energy resolution of the photo-
electron spectrometer can be determined by comparing the
bandwidth of the average field-free photoelectron spectrum of the
He 1s line to an independent measurement of the average FEL
photon bandwidth. The unstreaked, field-free photoelectron spec-
trum is nearly Gaussian with an observed bandwidth of 7.2 eV
FWHM, which is a convolution of the energy resolution with the
FEL bandwidth. Because the independently measured FEL band-
width is 2.5 eV FWHM, the photoelectron spectrometer resolution
is 6.8 eV FWHM. The energy resolution of the photoelectron spec-
trometer in conjunction with the terahertz streaking map is used to
determine the minimum separation between two distinguishable
features in the FEL pulse temporal profile. In these measurements,
the minimum separation is !40 fs. It is expected that this resolution
limit can be improved to better than 10 fs.

Complete single-shot FEL temporal pulse characterization
Characteristic streaking measurements made at FLASH are shown
in Fig. 4. Figure 4a,c shows the streaked single-shot spectra of two
different FEL pulses. The statistical error in the single-shot spectrum
is calculated according to the number of electrons collected within
the energy resolution window of the detector. Because the photo-
electron spectrum is heavily oversampled, boxcar integration is
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Figure 4 | Single-shot FEL pulse power profile on the pump–probe laser time base. a,c, Two distinct single-shot streaked photoelectron spectra. Shaded
error envelopes are calculated by boxcar integration based on the number of electrons collected within the 6.8 eV FWHM resolution window of the time-of-
flight spectrometer. Blue dots are raw data points in the measured streaked spectra. Red curves show the spectra after Fourier filtering to remove high-
frequency noise. Blue curves are filtered streaked spectra following deconvolution of the photoelectron spectrometer resolution. b,d, Retrieved FEL pulse
profiles on the pump–probe laser time base using the single-valued streaking map (black dashed curve). Scales on the right correspond to the streaking map;
scales on the left correspond to the FEL power that is obtained by assuming 10 mJ of pulse energy for the single-shot measurement shown in a. A 53+5 fs
FWHM substructure is observed in the first single-shot measurement and a !40+5 fs FWHM substructure in the second.
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XFEL pulse arrival jitter

 

Fig. 4. Example of single-shot streaked spectra taken at 8 keV with the monochromator for the 
same FEL pulse. The red filled circles are from eTOF1, and the blue hollow circles on the right 
are from eTOF2, as shown in Fig. 1. The Gaussian fits are representative of the fits we used for 
our COM estimates. 

The THz delay stage was then set in the middle of the leading edge of the streak rise, like 
the middle of the positive slope of eTOF2 in Fig. 2, to maximize the dynamic range of the 
arrival time measurements. This gave us a range of about 600 fs in which we could map an 
arrival time of the FEL beam to a unique kinetic energy of the photoelectron. Figure 5 shows 
one such arrival time distribution. 

 

Fig. 5. FEL vs. THz arrival time distribution at 10 keV photon energy with pink beam. 

We measured 10,000 spectra from the two eTOFs without the THz beam, with both eTOF 
spectrometers measuring the same FEL pulse and photoionization processes. We repeated this 
measurement for every photon energy and eTOF settings to find the RMS accuracy for the 
mean electron kinetic energy measurements. We estimated the average single-shot arrival 
time accuracy by taking these measurements, which had COM evaluation accuracies between 
0.5 to 1.1 eV RMS, and dividing them by the average slopes of the linear, 300 fs long 
streaking section of the THz delay scans. The slope values were between 0.11 and 0.32 eV/fs, 
depending on the photon energy and eTOF settings. The FEL beam began to be unstable at 10 
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performed across the spectrum, resulting in a smooth error envelope
that bounds the measured spectrum.

To recover the FEL pulse profile, the energy resolution of the
TOF spectrometer is first deconvolved from the measured streaked
photoelectron spectra as shown in Fig. 4. Figure 4b,d show the cor-
responding transformation of the measured and deconvolved
spectra to time. In the temporal profile plots, positive time corre-
sponds to the leading edge of the soft X-ray pulse. The FEL pulse
in Fig. 4b exhibits a dominant central feature at 53+5 fs FWHM,
with weaker satellite features at !100 fs from the main peak. In con-
trast, the other displayed FEL pulse exhibits nearly equal peaks with
individual durations of !40+5 fs FWHM separated by !85 fs in
time. The accuracy of these measurements is determined from the
upper and lower statistical error bounds on the streaked photo-
electron spectrum (for details see Methods).

The structure observed in these FEL pulses is not caused by indi-
vidual longitudinal FEL emission modes, which would typically
have a duration of !5 fs for the operating parameters at FLASH.
Rather, the structure is due to uneven soft X-ray amplification
over the length of the electron bunch caused by small variations
in its composition and inherent instability in the highly nonlinear
SASE process. During these particular measurements, the FEL
was operating in the exponential gain regime, where it is particularly
sensitive to electron beam parameters41,42. This mode of operation
serves as an ideal test of the utility of these streaking measurements,
as the pulse-to-pulse FEL fluctuations are more severe and the FEL
flux is relatively low. Under normal saturated user operation with
higher flux, the measurement is expected to be even more reliable,
as the number of detected photoelectrons will increase.

The accuracy of the pulse arrival information is governed by the
stability of the terahertz streaking field and fluctuation in the mean
FEL photon energy, which results in a photoelectron kinetic energy
offset and corresponding temporal offset. The stability of the tera-
hertz pulse is a function of the driving optical laser. In these exper-
iments, the optical laser pulse energy was measured to be stable to
within 1% r.m.s. For saturated terahertz generation, as was the
case in these measurements, the terahertz field scales with the
square root of the driving laser pulse energy. As a result, the tera-
hertz field is stable to within 0.5% r.m.s. and its fluctuation can be
neglected when considering the stability of the transformed time
base. However, the FEL photon energy during these measurements
fluctuated from shot to shot at a level of 1 eV r.m.s. (ref. 38); this
constitutes the main source of uncertainty in the time base of the
retrieved FEL pulse profile of !6 fs r.m.s. Using existing technology,
this uncertainty can be significantly reduced with online

measurement of the single-shot FEL photon spectrum. It should
also be noted that fluctuation in the FEL photon energy has a
minimal effect on the retrieved pulse profile, as the streaking map
transformation is nearly linear at the zero crossing, and a small
offset in the kinetic energy does not affect the spectral broadening
due to streaking.

These streaking measurements can be used at FLASH to assess
the timing jitter between the external pump–probe laser and the
FEL pulse. For this particular purpose, we ignore fluctuations in
the pulse shape, and the arrival of the FEL pulse is clocked by cal-
culating the centre-of-mass of the retrieved FEL pulse temporal
profile. The arrival times of !450 consecutive FEL pulses measured
near time zero in the delay scan shown in Fig. 3 are calculated and
displayed in Fig. 5. The distribution of arrival times has a width of
87 fs r.m.s., which is consistent with the expected performance of
the electronic laser synchronization17.

Discussion and outlook
In the future, laser-based terahertz streaking measurements may be
improved to allow the characterization of a fundamental FEL pulse
substructure separated by only several femtoseconds, by increasing
the energy resolution of the photoelectron spectrometer and also
by increasing the terahertz streaking strength. A number of
advances in terahertz generation43 and photoelectron spectroscopy
currently indicate that significant improvements in our measure-
ment technique could be realized in the near future. Single-shot
photoelectron detection at FELs has recently been demonstrated
at an energy resolution of DE/E¼ 0.4% (ref. 44), an improvement
of nearly an order of magnitude in comparison to the energy resol-
ution achieved in these experiments. Stronger, steeper streaking
fields can be achieved by decreasing the rise time of the streaking
ramp45 or by scaling up the terahertz field strength with stronger
driving optical laser pulses. Using the tilted pulse-front method
and advanced focusing, fields exceeding 1 MV cm21 have
been achieved46.

Optical laser-driven terahertz streaking is currently the only
method that can provide full temporal characterization of FEL
photon pulses, which is crucial for their most effective and complete
utilization. This technique is implemented with standard laser tech-
nology and the apparatus does not require dedicated accelerator
infrastructure. Furthermore, this method is ideally suited for use
as a diagnostic for machine studies and FEL optimization for
specific lasing parameters and pulse shapes, as it is completely
decoupled from all other FEL parameters. Because the measurement
is made in transmission geometry and does not affect the FEL pulse,
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Because the ~1 ps electron bunch can 
lase at any longitudinal position the X-ray 
pulse has an arrival time jitter

SACLA

LCLS
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So we need to measure as much 
information as possible for every single 

X-ray pulse
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refractive index and is therefore typically dimmed compared to the spectral part arriving before the x-ray. 
After the continuum pulse has caught up this time delay information in its spectrum at the thin interaction 
target, it is re-collimated and brought to a grating spectrometer (150 g/mm) where the x-ray induced change 
of spectrum is measured. A spectrum reference is taken at a low repetition rate (§1Hz) by dropping the x-ray 
pulses occasionally using the LCLS pulse controls. 

The pump/probe time delay at XPP is typically controlled electronically by adjusting the phase in the locking 
mechanism of the laser system oscillator.  In order to keep the timing diagnostics signal in the spectral 
(=time) window observed by the spectrometer, the phase shifter delay is compensated with the mechanical 
delay stage for pump probe time delays within few hundred picoseconds from temporal overlap in the pump 
probe path of the experiment. 

In order to enable real time feedback on the acquired experimental data, the timing signal obtained from the 
spectrometer is quickly analyzed for the shot to shot time delay. For real time performance, a digital edge 
finding filter is used and digitally convoluted over each acquired trace of relative change in spectral 
transmission (Fig. 1B).  The filtered signal is analyzed for its maximum as well as the full width at half 
maximum. This value can be used as an indicator of whether an x-ray induced step or a spectral fluctuation 
was found by the filter, which can help to mask weak shots or those of a time delay outside the time window. 

 
Figure 2. (A) Single shot correlation between electron arrival monitor (phase cavity) and timing diagnostics. (B) Pump 
probe Bismuth thin film (111) reflection intensity unbinned, and time-delay-binned for electron bunch arrival time as well 
as timing diagnostics information. 

In practical application, the timing diagnostics has proven as an essential tool, often also beyond achieving a 
temporal resolution better than the laser jitter. The correction of time delay drifts on the order of picoseconds 
between the FEL and Ti:sapphire source fails frequently. Additionally, the FEL timing feedback systems 
occasionally perform non-ideal. For instance, the temporal distribution of the LCLS phase cavities, an 
electron bunch arrival monitor, can show a bimodal distribution of arrival times (Fig. 2A). At these 
conditions, the x-ray to laser time delay measured by the timing diagnostics shows an actual spread of the 
jitter to more than 500 fs, about an order of magnitude worse than the expected pulse length limited time 
resolution at LCLS. After time sorting, however, also non-ideal conditions can be overcome. Figure 2B 
shows the unsorted, together with the time-sorted transient change of a Bi (111) diffraction intensity after 
excitation by 800 nm light. Coherently excited optical phonons in a 50 nm Bi film lead to an oscillatory 
change of structure factor [6]. The observed oscillation amplitude serves here as an indicator of time 
resolution. The oscillations of 370 fs period are not resolved, in agreement with the observed jitter of 500 fs. 
Sorting the same data using times of the electron arrival monitor resolves oscillations of 20% amplitude of the 
total change in signal, very close to experimental results in [6]. Sorting the data using the continuum based 
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Position and Intensity Monitors Incident X-ray Spectrum

crystal surface, the reflected rays can be back-traced to a vir-
tual source point located at a distance R0 from the crystal,
where R0 is related to the crystal radius of curvature R by the
relation R0 ¼ R sin hB=2. Note that this configuration differs
from well-known Bragg-type spectrometers with curved
analyzers,18–20 which are often optimized for spectroscopic
studies where luminosity is of great importance. The disper-
sion Dx on the detector plane for an energy increment of DE
is given by

Dx ¼ 2 tan hB
R sin hB

2
þ L0

! "
DE

E
; (1)

where L0 is the distance from the membrane to the detector
plane. The spectral range of the bent-crystal spectrometer
depends on the footprint of the beam and R as

DEmax

E
¼ cot hB

H

R sin hB
; (2)

where H is the beam size in the dispersion plane.
The experimental demonstration was performed at the

x-ray pump probe (XPP) instrument at LCLS.21 Two inde-
pendent spectrometers were set up in tandem, as shown in
Fig. 2(a), 192 m downstream from the end of the undulators.
The FEL beam measured 400 lm FWHM with an angular
divergence of 2 lrad FWHM in both the horizontal and the
vertical direction at the spectrometer locations. The down-
stream spectrometer used the Si(111) reflection dispersing
horizontally and covered the full range of the LCLS SASE
pulse (#100 eV). The upstream spectrometer utilized the
Si(333) reflection dispersing vertically, yielding a range of
#20 eV but with a much higher resolution. The vertical dis-
persion geometry was chosen because of the direction of
polarization of the x-ray FEL beam and the fact that the
Bragg angle being close to 45$ at 8.33 keV, the energy at
which the experiment was performed. At this photon energy,
the transmission of the spectrometers were 83% for Si(333)
and 47% for Si(111). Thinner crystals can be used to further
improve the transmission, but at the expense of broader

Darwin curves which could impact resolution. The dis-
persed/reflected x-rays were then converted to visible light
via a 100 lm thick Ce:YAG scintillator screen before being
imaged and recorded by a high speed microscope.

A set of typical Si(111) spectra from 20 consecutive
shots, operating at the nominal 150 pC bunch charge and
optimal compression, is shown in Fig. 2(b). One selected
spectrum is displayed in greater clarity in Fig. 2(c). These
spectra are projections of the two-dimensional spectrographs
normal to the dispersion direction. Each single shot spectrum
appears distinctly different from the others and consists of a
large number of spikes with varying width and magnitude.
These shot-to-shot fluctuations in spectral content are char-
acteristic of SASE as predicted by both theory12 and simula-
tions.22 Their statistical characteristics are closely related to
the temporal properties such as coherence time and pulse
length, which are otherwise extremely difficult to measure.
The wildly varying spectral signature of the SASE FEL
pulses underscores the need for a single-shot diagnostic. The
critical advantage of the high transmissivity of the current
design is illustrated by the fact that the Si(111) spectrometer
can be looked upon as the “experiment” whilst the upstream
Si(333) spectrometer gives shot by shot spectral information.
It is also important to note that the significantly increased re-
solution of the Si(333) spectrometer clearly shows details of
unresolved features in the Si(111) spectra albeit over a
smaller range, as shown in Fig. 2(d).

The dispersion relations of the two spectrometers were
calibrated using a Si(111) channel-cut monochromator
(CCM) to define the incoming wavelength. The monochrom-
atized beam produced #1 eV wide line in the spectrograph
normal to the dispersion direction. The lateral position of the
lines are measured as a function of incoming photon energies
and fitted to Eq. (1). For Si(111), the fit yielded
L ¼ R0 þ L0 ¼ 365 mm, which agrees well with the measured
distance L0 ¼ 330 mm and R0 as derived from the radius of
curvature of the crystal (%300 mm), calculated from the dis-
placement at its free end. For Si(333), we doubled the
amount of bending to provide a larger energy range. The fit

FIG. 2. (a) Schematics of the experimental setup. (b) Example of SASE spectra for 20 consecutive pulses recorded using the full-range Si(111) spectrometer.
(c) The full-range Si(111) spectrum and (d) the high-resolution Si(333) spectrum of the same individual pulse (red) overlayed with the Si(111) measurement
(gray).
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X-ray spectroscopy experiments at XFELs

2.5

ia
Ú
V)

0.5

o

11 V

JN

9280 9300 9320 9340 9360
ptloten energy (eV)

9380 9400

 
 

 
 

4. RESULTS AND DISCUSSIONS 
4.1 SASE power spectral density 

A typical single-shot spectrum of the SASE FEL beam operating at 150 pC bunch charge with optimal compression is 
shown in Figure 3, where the projection in the non-dispersion direction of a single-shot spectrograph measured by with 
the Si (111) spectrometer was plotted, clearly showing the characteristic SASE spectra of large number of spikes of 
varying width and magnitude. The single-shot spectra fluctuated in both the distribution of the spikes and the center of 
the distribution on a shot-to-shot basis, consistent with the predicted spectral properties by theoretical treatment and 
numerical simulations. Finer details of the spikes were revealed in the spectra measured by a simultaneous Si (333) setup 
(data not shown).  The stochastic nature of the single-shot spectra similar to that of Figure 3 can be used to study the 
statistical properties of the SASE FEL in the spectral domain. The projection was a simple integration along the beam 
footprint perpendicular to the curvature of the spectrometer crystal, leading to an enhancement of the signal-to-noise 
ratio, which in principle was not necessary, and could smear the resolution if a spatial chirp was present. In fact, the two-
dimensional spectrograph provides a way for studying the spatial chirp often present in the direction of the dispersive 
electron optics in the accelerator system, i.e., the horizontal direction in the particular case of the LCLS. The energy 
scale was calculated based on a calibration of the spatial dispersion of the spectrometer discussed below. 

 
Figure 3. A typical single-shot hard X-ray spectrum of the LCLS SASE FEL at an average energy of 9500 eV using the Si (111) 
reflection. The FEL was operating with 150 pC bunch charge with optimal compression. The observed spiky nature was predicted by 
theoretical treatment of the FEL lasing process as well as numerical simulations. More details in the random structure were revealed 
with a high resolution setup using the Si (333) (data not shown). 

 

4.2 Calibration of the spatial dispersion 

The bent crystal creates a linear dispersion of the polychromatic incident collimated FEL X-rays that provided a unique 
mapping between the outgoing directions of the reflected X-rays, e.g., the position on a pixelated sensor and their 
energies, as given by: 

Proc. of SPIE Vol. 8504  85040S-5

Downloaded From: http://proceedings.spiedigitallibrary.org/ on 03/18/2013 Terms of Use: http://spiedl.org/terms

per pulse. The timing jitter between the pump and probe pulses
was estimated to be between 100 and 200 fs fwhm (and around
300−500 fs during spectral scans, Figure 5).
Unlike storage ring synchrotron sources, XFELs use each

electron bunch only once to generate X-rays before dumping
the bunch and the self-amplified spontaneous emission (SASE)
process underlying the X-ray generation of currently available
XFEL sources is an inherently stochastic process.27 Therefore,
XFELs are intrinsically less stable than storage ring based X-ray
sources. This “intrinsic instability” results in large variation of
both the X-ray intensity and the spectrum for consecutive X-ray
pulses. A histogram for the pulse intensity of 1000 consecutive
shots, which were sampled noninvasively before the mono-
chromator, is shown in Figure 3a (red filled bars). The

fluctuations can be quantified by the ratio of the standard
deviation over the average intensity value (σI/ I ̅ ) that resulted
in ∼15%. Due to the rather broad bandwidth (∼0.3%, i.e., ∼20
eV at 7 keV) and shot-to-shot jitter of the central wavelength
(∼20 eV during the experiment reported here), XANES
experiments require the use of an X-ray monochromator to
precisely define the incoming X-ray wavelength.
Due to electron energy jitter in the LCLS accelerator and the

spiky SASE spectrum, the intensity fluctuations of the
monochromatic beam are enhanced with respect to the
“white” beam as shown in Figure 3 (empty bars). The intensity
fluctuations (σI/ I ̅ ) for the experiment discussed here are of the
order of 125%.28

Despite such large intensity fluctuations of the mono-
chromatic beam, proper normalization can be obtained after
correction for diode nonlinearity. This has been achieved by
taking “calibration runs” before acquiring the time-resolved
data. The data, Ifluo vs Imono have then been fitted to a second-
order polynomial. As can be seen in the Figure 4a, the data at
higher intensity indicate a non linearity in the monitor (the
second order coefficient is positive). Then calling p2 and p1 the
second and first-order term of the polynomial, then the Imono
can be corrected using the relation Imono′ = Imono + (p2/p1)Imono

2.
Figure 4b shows how the linearity is greatly improved by
applying such correction. The normalized fluorescence signal is

then calculated for a given “scan point” (i.e., fixed energy and
time delay) by Inorm = (Σi=1

N Ifluo
i /Σi=1

N Imono′i ) where the index i is
used to distinguish the N shots collected for a given scan point
(usually around 240). Only shots for which Imono > 0.1 V
(corresponding to ∼20% percentile) have been retained for the
calculation of the averaged normalized intensity. Error bars
have been calculated using the standard deviation of the mean
of the ratios Ifluo

i /Imono′i for the retained shots.
We acquired spectra in the energy range 7105−7150 eV with

0.5 eV energy steps for time delays of −1 to +4 ps between the
excitation laser pulse and the X-ray laser pulse. The difference
XANES spectra were obtained from the experimental XANES
spectra by subtracting signal measured at a negative time delay
(X-ray pulse arriving before the optical laser pulse and thus
probing the LS ground state only) from a signal at various
positive time delays (after the optical laser excitation), Figure
5a. Scans were either performed at a fixed time delay varying
the X-ray photon energy (Figure 5a, “spectral scan”) or at a
fixed X-ray photon energy varying the time delay between the
laser pump and the X-ray probe pulses (Figure 5b, “time scan”).
Each point in a spectral/time scan was averaged over 120 or
240 shots (i.e., 2 or 4 s because LCLS was running at 60 Hz29).
Moreover, it should be noted that the rotary motion of the
monochromator adds a systematic energy dependent change of
X-ray path length by the amount of 2h sin(θ) where h is the
channel size in the monochromator and θ the bragg angle. In
our experimental setup (h = 3.9 nm), the change of X-ray path
length induced by the monochromator corresponds to 48 fs in
time over the entire energy range used in our experiment.

■ RESULTS
As shown in Figure 5a, the shape of the difference spectra, to
first approximation, does not vary with the time delay. The
spectrum at the longest measured delay in this data set (1.25
ps) strongly resembles the one previously measured for the 5T2
high-spin state at time delays ≥50 ps11 (superimposed in Figure
5a as solid curve). Hence we assign this transient signal to the
5T2 HS excited state. The difference spectrum exhibits a peak at
7125.5 eV, which has been reported to be strongly correlated
with the change in Fe−N bond distance.12 We utilize the time
dependent rise in transient signal at 7125.5 eV, Figure 5b, to
monitor the rate for the formation of bond-elongated excited
states like, e.g., the 5T2 . The time dependence of the signal is
clearly asymmetric around time zero, exhibiting a fast rise
followed by a slower increase. This asymmetric temporal

Figure 3. Histograms of 1000 consecutive X-ray pulse intensities
before (“white beam”, filled red bars) and after (“mono beam”, empty
bars) passing the X-ray monochromator. The distributions show how
the intensity fluctuations are greatly amplified after the monochroma-
tor due to the energy jitter in the LCLS accelerator and the spiky
nature of the SASE-based XFEL radiation.

Figure 4. Correlation of the fluorescent diode readings versus
incoming monochromatic intensity for the same shots shown in
Figure 3. (a) Raw data together with a linear fit done for Imono < 1 V.
(b) As in (a) but data have been corrected for detector nonlinearity as
described in the text.
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Spectral instability and detector linearity

Stochastic X-ray spectrum

Shot-by-shot diagnostics and techniques have significant advantages at XFELs

Y. Feng et al. Proc. of SPIE 
8504, 85040S-1 (2012)

Single-shot XAS

absorption edge of 9.66 keV. The film was located at the
focal spot of the elliptical mirror for the þ1st-order dif-
fracted x-ray, as shown in Figs. 1(a) and 1(c). The jump in
the absorbance of the Zn K-edge induces a drop in the inten-
sity in the MPCCD image (see Fig. 1(c)). After the exposure
of 200 pulses, the transmission spectrum of the sample was
converted to the absorbance, which was normalized by the
spectrum of the "1st-order diffracted x-ray. The obtained D-
XAS spectrum is shown as the blue line in Fig. 3(a). We cov-
ered a spectral range of 30 eV in this measurement. To
extend this range, the magnetic deflection parameter (K-pa-
rameter) of the undulator was tuned to shift the central pho-
ton energy. Here, the K-parameter was tuned from 2.117 to
2.146 to enlarge the spectral range to 210 eV. The black line
in Figs. 3(a) and 3(b) shows the reference XAS spectrum of
a 12.5-lm-thick Zn film measured at a synchrotron light
source. We found considerable deviation in these spectra
owing to the static distortion in Fig. 2(d). In order to com-
pensate for the deviation, the “blank” absorption spectra
obtained without a sample were subtracted from the spec-
trum shown by the blue line in Fig. 3(a). The resultant D-
XAS spectrum is shown as the red line in Fig. 3(b). After the
correction, the spectral agreement was evaluated using the
difference spectrum (Dl) normalized by the reference spec-
trum (l) as shown in the inset of Fig. 3(b). The deviation r
of the normalized difference is 0.91%. This excellent agree-
ment proves the validity of the present D-XAS method. Note
that only 1400 XFEL pulses, corresponding to 140 s at the
present repetition rate of 10 Hz, were required to measure the
entire spectral range in Figs. 3(a) and 3(b). The integral mea-
surement time was reduced to one-tenth of that for the con-
ventional monochromator-scanning method, assuming that
20 pulses are collected at each incident energy point. We
applied the method to a liquid jet of 1M aqueous ammonium
ferrioxalate solution generated through a fused silica capil-
lary (inner diameter of 100 lm). The S/N ratio of the com-
pensated D-XAS spectrum in Fig. 3(c) is reasonably high,
which demonstrates the applicability of this method to vari-
ous samples such as liquids.

FIG. 2. (a) Typical single-shot spectra
of diffracted x-rays of order 61 with-
out the sample. (b) Intensity ratio of
(a). The þ1st-order spectrum was di-
vided by "1st-order spectrum. (c)
Spectra extracted from 10 pulses with-
out the sample. (d) Intensity ratios of
spectra with exposure of 10 shots
(black line) and 100 shots (blue dotted
line). The structures indicated by
arrows indicate the residual deviation
from unity.

FIG. 3. (a) and (b) D-XAS spectra of Zn film around the K-edge region. (a)
Blue: raw spectrum measured with XFELs in this study. Black: spectrum
observed using synchrotron radiation. The structures indicated by arrows are
deviations caused by the static distortion indicated by upward arrows in
Fig. 2(d). (b) Red: D-XAS spectrum after correction by subtracting the absorp-
tion spectrum obtained without the sample from the raw spectrum shown in
(a). Black: spectrum shown in (a). The inset shows the difference between the
reference and corrected D-XAS spectra. The vertical axis is normalized by the
reference D-XAS spectrum. (c) D-XAS spectrum of Fe K-edge obtained from
the liquid jet of 1M aqueous ammonium ferrioxalate solution with 100 lm
diameter. The spectrum is corrected per each K-parameter from 2.077 to 2.097.
The entire spectral range of 140 eV was measured in 30 min (18 000 shots).
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Our experiment was conducted at BL3 of SACLA.21

The undulator generates SASE-XFEL light with a central
photon energy of 10 keV and a bandwidth of 50 eV in full
width at half maximum (FWHM). The pulse energy and
pulse duration were 160 lJ and 10 fs, respectively. XFEL
light was introduced into a transmission grating that was uti-
lized as a beam splitter. After the grating, x-rays were dif-
fracted into different branches (see Fig. 1). Note that the
dispersion effect in each branch is negligibly small.
Diffracted x-rays with order 61, which have 0.8% (!1.3 lJ)
of the intensity of the incident light, were utilized for simul-
taneous observation of the absorption and reference spectra
by inserting a sample into one of the two branches. A Ta
wire with a diameter of 1 mm was employed as a beam stop-
per of the 0th order, which reduces the intensity of the trans-
mitted beam to avoid damaging the detector.

A dispersive spectrometer26,29 consists of an ultra-
precisely figured elliptical mirror, a flat silicon (220) crystal

used as an analyzer, and a multiport charge-coupled device
(MPCCD) detector, as shown in Fig. 1(a). The MPCCD
has a pixel size of 50 " 50 lm2, an imaging area of 25.6
" 51.2 mm2, and a quantum efficiency of !0.3 at 10 keV.
The spectrum is recorded as the spatial intensity distribution
on the MPCCD detector. A wide spectral range is particu-
larly important for dispersive XAS (D-XAS). The spectral
range (DE) of the present spectrometer26,29 is given by

DE ¼ Dh $ E
tanðhBÞ

; (1)

where hB, E, and Dh are the Bragg angle, the photon energy,
and the divergence of the x-ray beam, respectively. The
Bragg angle hB is 18.84' for Si (220) with 10 keV x-rays.
The elliptical mirror increases the divergence from an inci-
dent value of !2 lrad to 2.5 mrad. The given spectral range
was DE¼ 79 eV, which covers the entire XFEL bandwidth.
The spectral resolution dE/E26,29 is given by

dE

E
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
d2 þ L2 $ w2 þ p2

p

L $ tanðhBÞ
; (2)

where d, L, w, and p are the source size, the distance from
the source to the detector (4 m), the Darwin width for p
polarization, and the pixel size of the MPCCD detector,
respectively. The spectral resolution measured using mono-
chromatic incident x-rays was 0.40 eV, which agreed with
the value obtained from Eq. (2).

We investigated the feasibility of D-XAS as a first step.
Here, we show typical single-shot spectra without a sample
(“blank” spectra) in Fig. 2(a). Black and red lines correspond
to the spectra of þ1st- and )1st-order diffraction branches
(see Figs. 1(b) and 1(c)), respectively. Although these spec-
tra consist of complex spike structures owing to the SASE-
XFEL scheme, we found sufficient spectral agreement
between both branches to enable quantitative analysis. The
intensity ratio of the two spectra is shown in Fig. 2(b). Here,
the single-shot spectrum of the þ1st-order diffracted beam
was divided by that of the )1st-order. Within the spectral
range of 40 eV, deviation from unity was observed. The av-
erage and standard deviation r of the intensity ratio are
0.976 and 0.090, respectively. A smaller r leads to a higher
signal-to-noise (S/N) ratio in D-XAS. To improve the S/N
ratio, we investigated the effect of accumulation over multi-
ple pulses. Figure 2(c) shows the spectra obtained with an
exposure of 10 pulses. We found that the spike structures are
smoothed compared with those of the single-shot spectra in
Fig. 2(a). As a result, the spectral agreement is greatly
improved. The intensity ratios for the spectra obtained with
10 and 100 pulses are shown as the black line and blue dot-
ted line in Fig. 2(d), respectively. The deviations r are
reduced to !60% and !40% of that of single-shot measure-
ment, respectively. Although we could not eliminate the re-
sidual deviation from unity, which may have been caused by
the imperfection of the optics or the detector, we emphasize
that the deviation is highly reproducible and useful for cor-
rection, as demonstrated in the following procedure.

Guided by the above observations, we performed a D-
XAS experiment using a 20-lm-thick Zn film with a K

FIG. 1. (a) Schematic drawing of the D-XAS configuration. A stencil-type
transmission grating with 200 nm pitch splits the incident X-ray in the verti-
cal direction. The detailed structure of the transmission grating is shown in
the inset. The distance between the primary diffracted branches was 6 mm at
the elliptical mirror, which was set 5 m from the grating. The length of the
mirror was 100 mm, the focal length was 85 mm, and the grazing incident
angle was 2.7 mrad. The mirror enlarged the divergence angle of x-rays to
2.5 mrad along the horizontal direction (p polarization). The sample was
placed at the focal point of the þ1st-order branch. The analyzer Si(220)
crystal and the MPCCD were set !4 m and !4.3 m from the elliptical mir-
ror, respectively. (b) Typical single-shot image without the sample. Primary
diffracted x-rays are assigned as þ1 and )1, respectively. (c) Typical
single-shot image with a Zn film. The K absorption edge is shown as a white
dotted line.
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Our experiment was conducted at BL3 of SACLA.21

The undulator generates SASE-XFEL light with a central
photon energy of 10 keV and a bandwidth of 50 eV in full
width at half maximum (FWHM). The pulse energy and
pulse duration were 160 lJ and 10 fs, respectively. XFEL
light was introduced into a transmission grating that was uti-
lized as a beam splitter. After the grating, x-rays were dif-
fracted into different branches (see Fig. 1). Note that the
dispersion effect in each branch is negligibly small.
Diffracted x-rays with order 61, which have 0.8% (!1.3 lJ)
of the intensity of the incident light, were utilized for simul-
taneous observation of the absorption and reference spectra
by inserting a sample into one of the two branches. A Ta
wire with a diameter of 1 mm was employed as a beam stop-
per of the 0th order, which reduces the intensity of the trans-
mitted beam to avoid damaging the detector.

A dispersive spectrometer26,29 consists of an ultra-
precisely figured elliptical mirror, a flat silicon (220) crystal

used as an analyzer, and a multiport charge-coupled device
(MPCCD) detector, as shown in Fig. 1(a). The MPCCD
has a pixel size of 50 " 50 lm2, an imaging area of 25.6
" 51.2 mm2, and a quantum efficiency of !0.3 at 10 keV.
The spectrum is recorded as the spatial intensity distribution
on the MPCCD detector. A wide spectral range is particu-
larly important for dispersive XAS (D-XAS). The spectral
range (DE) of the present spectrometer26,29 is given by

DE ¼ Dh $ E
tanðhBÞ

; (1)

where hB, E, and Dh are the Bragg angle, the photon energy,
and the divergence of the x-ray beam, respectively. The
Bragg angle hB is 18.84' for Si (220) with 10 keV x-rays.
The elliptical mirror increases the divergence from an inci-
dent value of !2 lrad to 2.5 mrad. The given spectral range
was DE¼ 79 eV, which covers the entire XFEL bandwidth.
The spectral resolution dE/E26,29 is given by
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ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
d2 þ L2 $ w2 þ p2

p

L $ tanðhBÞ
; (2)

where d, L, w, and p are the source size, the distance from
the source to the detector (4 m), the Darwin width for p
polarization, and the pixel size of the MPCCD detector,
respectively. The spectral resolution measured using mono-
chromatic incident x-rays was 0.40 eV, which agreed with
the value obtained from Eq. (2).

We investigated the feasibility of D-XAS as a first step.
Here, we show typical single-shot spectra without a sample
(“blank” spectra) in Fig. 2(a). Black and red lines correspond
to the spectra of þ1st- and )1st-order diffraction branches
(see Figs. 1(b) and 1(c)), respectively. Although these spec-
tra consist of complex spike structures owing to the SASE-
XFEL scheme, we found sufficient spectral agreement
between both branches to enable quantitative analysis. The
intensity ratio of the two spectra is shown in Fig. 2(b). Here,
the single-shot spectrum of the þ1st-order diffracted beam
was divided by that of the )1st-order. Within the spectral
range of 40 eV, deviation from unity was observed. The av-
erage and standard deviation r of the intensity ratio are
0.976 and 0.090, respectively. A smaller r leads to a higher
signal-to-noise (S/N) ratio in D-XAS. To improve the S/N
ratio, we investigated the effect of accumulation over multi-
ple pulses. Figure 2(c) shows the spectra obtained with an
exposure of 10 pulses. We found that the spike structures are
smoothed compared with those of the single-shot spectra in
Fig. 2(a). As a result, the spectral agreement is greatly
improved. The intensity ratios for the spectra obtained with
10 and 100 pulses are shown as the black line and blue dot-
ted line in Fig. 2(d), respectively. The deviations r are
reduced to !60% and !40% of that of single-shot measure-
ment, respectively. Although we could not eliminate the re-
sidual deviation from unity, which may have been caused by
the imperfection of the optics or the detector, we emphasize
that the deviation is highly reproducible and useful for cor-
rection, as demonstrated in the following procedure.

Guided by the above observations, we performed a D-
XAS experiment using a 20-lm-thick Zn film with a K

FIG. 1. (a) Schematic drawing of the D-XAS configuration. A stencil-type
transmission grating with 200 nm pitch splits the incident X-ray in the verti-
cal direction. The detailed structure of the transmission grating is shown in
the inset. The distance between the primary diffracted branches was 6 mm at
the elliptical mirror, which was set 5 m from the grating. The length of the
mirror was 100 mm, the focal length was 85 mm, and the grazing incident
angle was 2.7 mrad. The mirror enlarged the divergence angle of x-rays to
2.5 mrad along the horizontal direction (p polarization). The sample was
placed at the focal point of the þ1st-order branch. The analyzer Si(220)
crystal and the MPCCD were set !4 m and !4.3 m from the elliptical mir-
ror, respectively. (b) Typical single-shot image without the sample. Primary
diffracted x-rays are assigned as þ1 and )1, respectively. (c) Typical
single-shot image with a Zn film. The K absorption edge is shown as a white
dotted line.
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per pulse. The timing jitter between the pump and probe pulses
was estimated to be between 100 and 200 fs fwhm (and around
300−500 fs during spectral scans, Figure 5).
Unlike storage ring synchrotron sources, XFELs use each

electron bunch only once to generate X-rays before dumping
the bunch and the self-amplified spontaneous emission (SASE)
process underlying the X-ray generation of currently available
XFEL sources is an inherently stochastic process.27 Therefore,
XFELs are intrinsically less stable than storage ring based X-ray
sources. This “intrinsic instability” results in large variation of
both the X-ray intensity and the spectrum for consecutive X-ray
pulses. A histogram for the pulse intensity of 1000 consecutive
shots, which were sampled noninvasively before the mono-
chromator, is shown in Figure 3a (red filled bars). The

fluctuations can be quantified by the ratio of the standard
deviation over the average intensity value (σI/ I ̅ ) that resulted
in ∼15%. Due to the rather broad bandwidth (∼0.3%, i.e., ∼20
eV at 7 keV) and shot-to-shot jitter of the central wavelength
(∼20 eV during the experiment reported here), XANES
experiments require the use of an X-ray monochromator to
precisely define the incoming X-ray wavelength.
Due to electron energy jitter in the LCLS accelerator and the

spiky SASE spectrum, the intensity fluctuations of the
monochromatic beam are enhanced with respect to the
“white” beam as shown in Figure 3 (empty bars). The intensity
fluctuations (σI/ I ̅ ) for the experiment discussed here are of the
order of 125%.28

Despite such large intensity fluctuations of the mono-
chromatic beam, proper normalization can be obtained after
correction for diode nonlinearity. This has been achieved by
taking “calibration runs” before acquiring the time-resolved
data. The data, Ifluo vs Imono have then been fitted to a second-
order polynomial. As can be seen in the Figure 4a, the data at
higher intensity indicate a non linearity in the monitor (the
second order coefficient is positive). Then calling p2 and p1 the
second and first-order term of the polynomial, then the Imono
can be corrected using the relation Imono′ = Imono + (p2/p1)Imono

2.
Figure 4b shows how the linearity is greatly improved by
applying such correction. The normalized fluorescence signal is

then calculated for a given “scan point” (i.e., fixed energy and
time delay) by Inorm = (Σi=1

N Ifluo
i /Σi=1

N Imono′i ) where the index i is
used to distinguish the N shots collected for a given scan point
(usually around 240). Only shots for which Imono > 0.1 V
(corresponding to ∼20% percentile) have been retained for the
calculation of the averaged normalized intensity. Error bars
have been calculated using the standard deviation of the mean
of the ratios Ifluo

i /Imono′i for the retained shots.
We acquired spectra in the energy range 7105−7150 eV with

0.5 eV energy steps for time delays of −1 to +4 ps between the
excitation laser pulse and the X-ray laser pulse. The difference
XANES spectra were obtained from the experimental XANES
spectra by subtracting signal measured at a negative time delay
(X-ray pulse arriving before the optical laser pulse and thus
probing the LS ground state only) from a signal at various
positive time delays (after the optical laser excitation), Figure
5a. Scans were either performed at a fixed time delay varying
the X-ray photon energy (Figure 5a, “spectral scan”) or at a
fixed X-ray photon energy varying the time delay between the
laser pump and the X-ray probe pulses (Figure 5b, “time scan”).
Each point in a spectral/time scan was averaged over 120 or
240 shots (i.e., 2 or 4 s because LCLS was running at 60 Hz29).
Moreover, it should be noted that the rotary motion of the
monochromator adds a systematic energy dependent change of
X-ray path length by the amount of 2h sin(θ) where h is the
channel size in the monochromator and θ the bragg angle. In
our experimental setup (h = 3.9 nm), the change of X-ray path
length induced by the monochromator corresponds to 48 fs in
time over the entire energy range used in our experiment.

■ RESULTS
As shown in Figure 5a, the shape of the difference spectra, to
first approximation, does not vary with the time delay. The
spectrum at the longest measured delay in this data set (1.25
ps) strongly resembles the one previously measured for the 5T2
high-spin state at time delays ≥50 ps11 (superimposed in Figure
5a as solid curve). Hence we assign this transient signal to the
5T2 HS excited state. The difference spectrum exhibits a peak at
7125.5 eV, which has been reported to be strongly correlated
with the change in Fe−N bond distance.12 We utilize the time
dependent rise in transient signal at 7125.5 eV, Figure 5b, to
monitor the rate for the formation of bond-elongated excited
states like, e.g., the 5T2 . The time dependence of the signal is
clearly asymmetric around time zero, exhibiting a fast rise
followed by a slower increase. This asymmetric temporal

Figure 3. Histograms of 1000 consecutive X-ray pulse intensities
before (“white beam”, filled red bars) and after (“mono beam”, empty
bars) passing the X-ray monochromator. The distributions show how
the intensity fluctuations are greatly amplified after the monochroma-
tor due to the energy jitter in the LCLS accelerator and the spiky
nature of the SASE-based XFEL radiation.

Figure 4. Correlation of the fluorescent diode readings versus
incoming monochromatic intensity for the same shots shown in
Figure 3. (a) Raw data together with a linear fit done for Imono < 1 V.
(b) As in (a) but data have been corrected for detector nonlinearity as
described in the text.
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X-ray intensity normalization for scans
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per pulse. The timing jitter between the pump and probe pulses
was estimated to be between 100 and 200 fs fwhm (and around
300−500 fs during spectral scans, Figure 5).
Unlike storage ring synchrotron sources, XFELs use each

electron bunch only once to generate X-rays before dumping
the bunch and the self-amplified spontaneous emission (SASE)
process underlying the X-ray generation of currently available
XFEL sources is an inherently stochastic process.27 Therefore,
XFELs are intrinsically less stable than storage ring based X-ray
sources. This “intrinsic instability” results in large variation of
both the X-ray intensity and the spectrum for consecutive X-ray
pulses. A histogram for the pulse intensity of 1000 consecutive
shots, which were sampled noninvasively before the mono-
chromator, is shown in Figure 3a (red filled bars). The

fluctuations can be quantified by the ratio of the standard
deviation over the average intensity value (σI/ I ̅ ) that resulted
in ∼15%. Due to the rather broad bandwidth (∼0.3%, i.e., ∼20
eV at 7 keV) and shot-to-shot jitter of the central wavelength
(∼20 eV during the experiment reported here), XANES
experiments require the use of an X-ray monochromator to
precisely define the incoming X-ray wavelength.
Due to electron energy jitter in the LCLS accelerator and the

spiky SASE spectrum, the intensity fluctuations of the
monochromatic beam are enhanced with respect to the
“white” beam as shown in Figure 3 (empty bars). The intensity
fluctuations (σI/ I ̅ ) for the experiment discussed here are of the
order of 125%.28

Despite such large intensity fluctuations of the mono-
chromatic beam, proper normalization can be obtained after
correction for diode nonlinearity. This has been achieved by
taking “calibration runs” before acquiring the time-resolved
data. The data, Ifluo vs Imono have then been fitted to a second-
order polynomial. As can be seen in the Figure 4a, the data at
higher intensity indicate a non linearity in the monitor (the
second order coefficient is positive). Then calling p2 and p1 the
second and first-order term of the polynomial, then the Imono
can be corrected using the relation Imono′ = Imono + (p2/p1)Imono

2.
Figure 4b shows how the linearity is greatly improved by
applying such correction. The normalized fluorescence signal is

then calculated for a given “scan point” (i.e., fixed energy and
time delay) by Inorm = (Σi=1

N Ifluo
i /Σi=1

N Imono′i ) where the index i is
used to distinguish the N shots collected for a given scan point
(usually around 240). Only shots for which Imono > 0.1 V
(corresponding to ∼20% percentile) have been retained for the
calculation of the averaged normalized intensity. Error bars
have been calculated using the standard deviation of the mean
of the ratios Ifluo

i /Imono′i for the retained shots.
We acquired spectra in the energy range 7105−7150 eV with

0.5 eV energy steps for time delays of −1 to +4 ps between the
excitation laser pulse and the X-ray laser pulse. The difference
XANES spectra were obtained from the experimental XANES
spectra by subtracting signal measured at a negative time delay
(X-ray pulse arriving before the optical laser pulse and thus
probing the LS ground state only) from a signal at various
positive time delays (after the optical laser excitation), Figure
5a. Scans were either performed at a fixed time delay varying
the X-ray photon energy (Figure 5a, “spectral scan”) or at a
fixed X-ray photon energy varying the time delay between the
laser pump and the X-ray probe pulses (Figure 5b, “time scan”).
Each point in a spectral/time scan was averaged over 120 or
240 shots (i.e., 2 or 4 s because LCLS was running at 60 Hz29).
Moreover, it should be noted that the rotary motion of the
monochromator adds a systematic energy dependent change of
X-ray path length by the amount of 2h sin(θ) where h is the
channel size in the monochromator and θ the bragg angle. In
our experimental setup (h = 3.9 nm), the change of X-ray path
length induced by the monochromator corresponds to 48 fs in
time over the entire energy range used in our experiment.

■ RESULTS
As shown in Figure 5a, the shape of the difference spectra, to
first approximation, does not vary with the time delay. The
spectrum at the longest measured delay in this data set (1.25
ps) strongly resembles the one previously measured for the 5T2
high-spin state at time delays ≥50 ps11 (superimposed in Figure
5a as solid curve). Hence we assign this transient signal to the
5T2 HS excited state. The difference spectrum exhibits a peak at
7125.5 eV, which has been reported to be strongly correlated
with the change in Fe−N bond distance.12 We utilize the time
dependent rise in transient signal at 7125.5 eV, Figure 5b, to
monitor the rate for the formation of bond-elongated excited
states like, e.g., the 5T2 . The time dependence of the signal is
clearly asymmetric around time zero, exhibiting a fast rise
followed by a slower increase. This asymmetric temporal

Figure 3. Histograms of 1000 consecutive X-ray pulse intensities
before (“white beam”, filled red bars) and after (“mono beam”, empty
bars) passing the X-ray monochromator. The distributions show how
the intensity fluctuations are greatly amplified after the monochroma-
tor due to the energy jitter in the LCLS accelerator and the spiky
nature of the SASE-based XFEL radiation.

Figure 4. Correlation of the fluorescent diode readings versus
incoming monochromatic intensity for the same shots shown in
Figure 3. (a) Raw data together with a linear fit done for Imono < 1 V.
(b) As in (a) but data have been corrected for detector nonlinearity as
described in the text.
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Introduction to von Hamos X-ray spectrometers
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von Hamos geometry 
• Dispersive so you get a complete energy range per XFEL 

pulse 
• 25 cm radius of curvature crystals means compact setup 
• Scan-free setup means no moving parts 
• Development of segmented crystals provides excellent 

energy resolution 
• Scales easily with additional crystal+detector pairs to 

cover other energies

•measured at SuperXAS 
•Si(311) mono 
•used Si(444) diffraction 
from analyzer 
•focal spot ~ 80 µm 
•Mythen pixels 50 µm 
•Resolution: 100 meV

Made at PSI
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HoXS: Holochromatic X-ray Spectroscopy

Goal: The ability to obtain a holistic picture of the sample

HEROS: J. Szlachetko et al. 
Chem. Comm. 48, 10898 (2012)

HEROS at LCLS
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Chapter 2. The photophysics and chemistry of solvated iron hexacyanides

references [45–47] and the resulting scheme, illustrating how the MO’s are composed in terms
of metal and ligand orbitals is shown in Fig. 2.2.
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Figure 2.2: Molecular orbital diagram of iron hexacyanide. The t2g -subset of the Fe-3d orbitals
mixes with ligand º / º§ orbitals, the eg -subset of the Fe-3d orbitals and the Fe-4s orbital mix
with ligand æ1 / æ2 orbitals and the Fe-4p orbitals mix with ligand æ1 / æ2 / º and º§ orbitals.
The figure is adapted and redrawn from reference [46].

In the electronic ground state of Fe(CN)4°
6 the HOMO is 2t2g . It is fully occupied by six

electrons and therefore the ground state is of 1A1g symmetry. Lowest energy transitions are
the weak-symmetry forbidden LF-transitions from 2t2g into 3eg . The first stronger symmetry-
allowed transition is 2t2g !4t1u and as 4t1u is predominantely localized on the ligands this
corresponds to an MLCT transition. The resulting UV/visible absorption spectrum of the
compound dissolved in water and ethylene glycol is shown in Fig. 2.3 and the assignment of
the transitions is given in Tab. 2.1. A CTTS-transition in aqueous solution was identified [33]
in the region ª 245 - 300 nm.
In contrast, Fe(CN)3°

6 has one electron less such that there is a vacancy in the 2t2g orbital and its
ground state is therefore of 2T2g symmetry. Similar transitions as in Fe(CN)4°

6 may in principle
arise, however at different energies due to the larger reported crystal field splitting in Fe(CN)3°

6
[48] resulting from the higher oxidation state of the iron. Additional LMCT transitions into
the vacancy in the 2t2g MO occur from lower lying MO’s such that the absorption spectrum of
Fe(CN)3°

6 (Fig. 2.3) appears somewhat more structured as for Fe(CN)4°
6 . The assignment of

8

For example Fe Kβ XES 
and C or N K-edge IXS 
measured 
simultaneously
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What types of experiments are XFELs good at ?

Only three* types of experiments benefit from the high peak flux from an 
XFEL: 

1. Single-shot experiments that need lots of photons in a short pulse 
2. Pump-probe measurements where the short pulse allows measurement of 
fast dynamics 
3. Nonlinear X-ray experiments that depend nonlinearly on the number of 
incident X-ray photons

XFELS are defined by lots of photons in a very short pulse but the average flux 
isn’t that different from a 3rd-generation synchrotron

Not all experiments are going to automatically be better at an XFEL

*I’m ignoring the transverse coherence properties
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Applying what we’ve learned to an 
experiment at an XFEL
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ZnO at SACLA: fs X-ray spectroscopy
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ZnO at SACLA: fs X-ray spectroscopy
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The Future: SwissFEL Experimental Stations
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voir (Ihee et al., 2001). Typically, the pressure at the nozzle is
about 5 torr when the backing pressure is about 100 torr. At
this condition, the ambient pressure inside the vacuum
chamber can be as high as 10!3 torr. To maintain a good
vacuum in adjacent chambers, differential pumping should be
employed. For both electron and X-ray diffraction experi-
ments, the carrier gas that is normally used in time-resolved
spectroscopic experiments is not desirable because the carrier
gas also contributes to the diffraction, thereby increasing
the background and deteriorating the signal-to-noise ratio.
However, a carrier gas of low-Z value such as helium can still
be used because of its relatively low scattering intensity versus
atoms with higher Z. Clusters of atoms or molecules can be
obtained as well by using a sufficiently high backing pressure.

4. Photochemistry in the liquid and solution phases

The chemistry in the solution and liquid phases has formed an
important field of research because many biological and
industrially important chemical reactions occur in solution.
The major challenge in understanding solution-phase chem-
istry arises from the presence of numerous solvent molecules
surrounding a solute molecule, leading to solute–solvent
interactions. The solute–solvent interaction often alters the
rates, pathways and branching ratios of chemical reactions
through the cage effect (Hynes, 1994; Frauenfelder &
Wolynes, 1985; Maroncelli et al., 1989; Bagchi & Chandra,
1991; Weaver, 1992). For example, the timescale of the
response of solvent molecules to electronic rearrangement of
solute molecules critically affects the rates of photochemical
reactions in liquid phase. Therefore, to have a better under-
standing of solution-phase chemical dynamics, it is crucial to
consider the complex influence of the solvent medium on the
reaction energetics and dynamics, i.e. the solvation effect.

It has been demonstrated that the solvent reorganization
response to a change in solute charge distribution is strongly
bimodal, that is, an initial ultrafast response owing to inertial
motions followed by a slow response owing to diffusive
motions (Impey et al., 1982; Maroncelli & Fleming, 1988;
Jimenez et al., 1994). The timescale of the former is of the
order of tens to hundreds of femtoseconds so, to resolve such
fast dynamics, it is required to have an experimental tool with
sufficient time resolution. In that regard, ultrafast laser spec-
troscopy in the optical and infrared regime has flourished in
studying reaction dynamics in solution phase owing to their
superb time resolution. While optical spectroscopies are
highly sensitive to specific electronic or vibrational states, they
are unable to provide information on global molecular struc-
ture. In contrast, time-resolved X-ray scattering (or diffrac-
tion) techniques can provide rather direct information on the
global structure of reacting molecules, complementing the
optical spectroscopy.

In recent years, we have witnessed that synchrotron-based
TRXD can serve as an excellent tool for studying elementary
chemical reactions in liquid and solution. For example, struc-
tural dynamics and transient intermediates in solution reac-
tions of small molecules and proteins have been elucidated
with a time resolution of 100 ps (Plech et al., 2004; Bratos et al.,
2004; Davidsson et al., 2005; Ihee et al., 2005a; Wulff et al.,
2006; Kim et al., 2006, 2009; Lee et al., 2008; Cammarata et al.,
2008; Ihee, 2009). However, owing to the limited time reso-
lution, TRXD has been only used for probing rather slow
processes leading to intermediates in quasi-equilibrium, with
ultrafast dynamics arising from the interplay between the
solute and solvent beyond its scope. Now that highly coherent,
sub-100 fs X-ray pulses are available for use with the advent of
XFELs, TRXD can reach the realm of optical spectroscopy in
its capability of resolving ultrafast processes. Thus, femto-
second resolution brought by the XFEL should allow inves-
tigation of ultrafast reaction dynamics in the presence of
solvent interaction.

Among the candidates for the first femtosecond solution-
phase TRXD experiment are diatomic molecules (I2 and Br2),
hydrocarbons (stilbene), haloalkanes (CBr4, CHI3, CH2I2,
C2H4I2 and C2F4I2), organometallic compounds [Platinum
Pop, ferrocene, Fe(CO)5, Ru3(CO)12 and Os3(CO)12] and
protein molecules (myoglobin, hemoglobin and cytochrome
c), which have been studied previously by using time-resolved
X-ray diffraction with 100 ps time resolution. In particular,
molecules containing heavy atoms will be promising since
heavy atoms give a large signal and thus a good contrast of the
solute signal against solvent background. In that regard,
iodine (I2) in solution is a good example for XFEL-based
time-resolved X-ray diffraction experiments. The photo-
dissociation and recombination of iodine in solution has been
regarded as a prototype example for the solvent cage effect
and thus has been a topic of intense studies (Meadows &
Noyes, 1960; Harris et al., 1988; Yan et al., 1992; Scherer et al.,
1993). As shown in Fig. 5, once an iodine molecule is excited to
a bound B state and relaxes to a repulsive 1! state, the two
iodine atoms start to separate as in the gas phase. However,

Acta Cryst. (2010). A66, 270–280 Kim, Kim, Lee and Ihee " Ultrafast X-ray diffraction 275

dynamical structural science

Figure 4
Schematic of the experimental set-up for time-resolved X-ray diffraction.
An optical laser pulse initiates the chemical reaction in the molecules
supplied by one of the sample-flowing systems, depending on the phase of
the sample. Subsequently, a time-delayed X-ray pulse synchronized with
the laser pulse probes the structural dynamics of the reaction. The
diffracted signal is detected by a two-dimensional CCD detector to record
the diffraction pattern.
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