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 safeAscentLineBO (move each parameter to find the “best-direction” and then search for the best point in that direction)

 respects bounds & does (save) exploration  

 covariance Matrix Adaptation Evolution Strategy (CMAES) used here as baseline 

 CMAES does not have safety constraints

 dim = 28 

Bayesian Optimisation at SwissFEL & HIPA
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  MOGA & ANN is used to find a good dynamic aperture and energy acceptance for the Swiss Light Source upgrade

 a straightforward use of the surrogate model is not good enough for this problem 


 the surrogate model is retrained during the optimization. 

 compared to a massively parallel implementation of a MOGA an           order of magnitude speedup.  

 include more design parameters in the optimization problem, such as the octupole strengths

 it allows for the inclusion of a more accurate and more expensive model (includes nonlinear synchrotron oscillation)

Multiobjective optimization of the dynamic aperture using  
surrogate models based on artificial neural networks

 size of the random sample  
  is 30000 

 hyperparameters are:  
  Nlayers 5, Nneurons 64,  
  Nbatch 128, &  ReLU  

 early stoping (100 epochs).



Multi-Objective Optimisation with ANN



ML Luncheon (with Nicole Hiller) 


Slack channel: psi-ml.slack.com


OWLE -  World Seminar on Machine  
Learning in Accelerator Science

https://sites.google.com/view/owle/home

Other ML Activities

http://psi-ml.slack.com

