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Outline

* The European XFEL – a short introduction

* Karabo – A SCADA Framework
* Motivation
* Architecture & Design

* Examples of Karabo at the European XFEL
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The European XFEL

* The development of light 
source facilities has been 
faster than the increase in 
computer processing 
capacity (i.e., Moore’s 
Law)
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Beamline layout and experiment stations

DOOCS

Karabo

DOOCS
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European XFEL Time Structure

The European XFEL pulse structure poses strict constraints 
on detectors (e.g. intensity and time structure)

• Many applications require 4.5 MHz repetition rate 
detectors

• On average up to 27.000 pulses/s
• Pulse duration < 100 fs
• High peak intensities: up to 1012 photons/pulse
• Various different pulse patterns possible
• 1 pulse per train
• n pulses per train …

Linear, logarithmic or random distribution 

XFEL Burst Mode

Most hardware controlled via Karabo  has a 10Hz base frequency for timestamps.
Each of these trains has a unique identifier: the train ID
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Data Drivers: Detectors for the Scientific Instruments
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Data Drivers: Digitizers & FPGAs

1 MB/s - 1 GB/s
10 Hz burst
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Data Drivers: Commercial Cameras

1 MB/s - 100 MB/s
10 Hz burst

photo from https://www.avsupply.com/ITM/18888/AVA2300-25GM.html
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Data Drivers: PLCs and other “slow“ Data

*Status Sept. 2019

*

1 B/s - 1 MB/s
event driven
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Time server

Karabo connects them all – Example: MID

* Key features to look out for in 
all topics:

* Timeserver: a central 
communication point for 
timing information

* Large Beckhoff loops, 
often interconnected via 
middlelayer devices and 
interlock conditions

* Processing pipelines, 
e.g. detector calibration

AGIPD Online Calibration

Beckhoff
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Karabo - A SCADA Framework: Motivation

* 2010/11: Onsite review of control solutions at LCLS, ALBA, DIAMOND, ESRF, PSI, FLASH 
* DAQ (MHz detectors and others)
* control 
* "slow control" logging

* EPICs channels were not then suited for DAQ

* Tango was in the middle of a concentrate on Java or C++

* —> exflsuite —> Karabo is a given name in southern Africa. It means "answer" in SePedi , Sesotho and 
Setswana
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Karabo - A SCADA Framework: Architecture

* Central Message Broker (Control and slow data)
* Currently: OpenMQ
* Soon interchangeable: MQTT, RabbitMQ, ...

* Event driven:
* Data propagates through the system when 

values change – push not poll

* Message driven:
* Signal – Slot paradigm 
* Asynchronous core, synchronous 

convenience in middleware  
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Karabo - A SCADA Framework: Architecture

* pipeline (p2p) connections (scientific/large) data
* Scatter/Gather/Copy/Distribute
* Block/Drop on congestion
* TCP
* Also GUI Server – GUI client
* Capable of saturating a 10G line

* GUI Server:
* Gateway to the Control system

* Dynamic, discoverable topology
* No central database instance
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Karabo - A SCADA Framework: Architecture

* Context specific extensions (devices) run 
as plugins in device servers
* Three extension APIs: C++, two 

Python flavors

* Device servers run as system services 
via daemontools
* Services can be started, stopped, 

„killed“
* Rolling text logs
* Webservice to control services
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Karabo - A SCADA Framework: Data Types

* Built-In data types that cover most needs for
properties to be exposed

* Addionally annotated by attributes, e.g. 
timestamps, acccess modes, descriptions,
bounds, units, magnitudes and alarm thresholds

* Vectors of the POD types

* Composition into nodes and compound types

* Multidimensional data:
* NDArray
* Images
* Tables

* Hash: ordered recursive key-value container
with attributes

Type Comments
State Fixed set of states, see next

slide. String repr.

Bool

Float, Double, Complex

Signed and Unsigned
Integers

8, 16, 32, 64 bit wide

Strings Support Unicode
Vectors Of all of the above

Bytearray
NDArray Any dimensionality, 

np.ndarray in Python
Image Up to 4 dimensional
Table Cells can be any of the

above, GUI supports
rendering of non-compound 
typesXML and binary 

serialization
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Karabo - A SCADA Framework: State Concept
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Karabo - A SCADA Framework: Influx Data Logger

* Datalogging vs. Data Acquisition
* Datalogging is continous for slow (broker) data

► It is done by default
► For all devices
► Internal data product for maintenence

* Data Acquisition is „run“ based
► Explicitely started
► Includes large and fast data
► Subselection of slow data
► Data product for facility users

* Karabo dataloggers
* Proprietary text-based format
* Influx Time-series based

Metrics in Influx: > 240 Billion
Increase per month: ~ 10 Billion
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Karabo - A SCADA Framework: Influx Data Logger

See G. Flucke: Experiences with Datalogging to InfluxDB at European XFEL, Tuesday, 14.30
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Karabo - A SCADA Framework: Framework Design

General C++ API Python Bound API Middlelayer API

• Event driven
• Asynchronous
• Self-descriptive
• Common, hierarchic 

data container 
supporting attributes 
on leafs: Karabo Hash

• Binary and XML 
serialization

• Extensible: core + 
“Devices“

• C++14 and Boost
• Smart pointers
• Template-heavy
• Boost.asio
• Eventloop based
• Devices are threads 

on a single server
• Aimed at high-

performance devices

• Exposes C++ API via 
Boost.Python

• Devices are separate 
processes

• Was aimed at p2p 
heavy devices which 
e.g. need numpy

• Not always pythonic

• Python asyncio
• Decorators annotate 

Karabo structures
• Emphasis on 

interaction with other 
devices

• Pythonic
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Karabo - A SCADA Framework: Framework Design - C++ API

General C++ API • Python Bound API • Middlelayer API

• Event driven
• Asynchronous
• Self-descriptive
• Common, hierarchic 

data container 
supporting attributes 
on leafs: Karabo Hash

• Extensible: core + 
“Devices“

• C++14 and Boost
• Smart pointers
• Template-heavy
• Boost.asio
• Eventloop based
• Devices are threads 

on a single server
• Aimed at high-

performance devices

• Exposes C++ API via 
Boost.Python

• Devices are separate 
processes

• Was aimed at p2p 
heavy devices which 
e.g. need numpy

• Not always pythonic

• Python asyncio
• Decorators annotate 

Karabo structures
• Emphasis on 

interaction with other 
devices

• Pythonic
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Karabo - A SCADA Framework: Framework Design – Python Bound API

General Python Bound API Python Bound API Middlelayer API

• Event driven
• Asynchronous
• Self-descriptive
• Common, hierarchic 

data container 
supporting attributes 
on leafs: Karabo Hash

• Extensible: core + 
“Devices“

• Exposes C++ API via 
Boost.Python

• Devices are separate 
processes

• Was aimed at p2p 
heavy devices which 
e.g. need numpy

• Not always pythonic

• Exposes C++ API via 
Boost.Python

• Devices are separate 
processes

• Was aimed at p2p 
heavy devices which 
e.g. need numpy

• Not always pythonic

• Python asyncio
• Decorators annotate 

Karabo structures
• Emphasis on 

interaction with other 
devices

• Pythonic
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Karabo - A SCADA Framework: Framework Design – Python Middlelayer API

General Middlelayer API Python Bound API Middlelayer API

• Event driven
• Asynchronous
• Self-descriptive
• Common, hierarchic 

data container 
supporting attributes 
on leafs: Karabo Hash

• Extensible: core + 
“Devices“

• Python asyncio
• Decorators annotate

Karabo structures
• Emphasis on 

interaction with other
devices: proxies

• Pythonic

• Exposes C++ API via 
Boost.Python

• Devices are separate 
processes

• Was aimed at p2p 
heavy devices which 
e.g. need numpy

• Not always pythonic

• Python asyncio
• Decorators annotate

Karabo structures
• Emphasis on 

interaction with other
devices

• Pythonic
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Karabo - A SCADA Framework: Framework Design – Python Middlelayer API

General Middlelayer API Python Bound API Middlelayer API

• Event driven
• Asynchronous
• Self-descriptive
• Common, hierarchic 

data container 
supporting attributes 
on leafs: Karabo Hash

• Extensible: core + 
“Devices“

• Python asyncio
• Decorators annotate

Karabo structures
• Emphasis on 

interaction with other
devices: proxies

• Pythonic

• Exposes C++ API via 
Boost.Python

• Devices are separate 
processes

• Was aimed at p2p 
heavy devices which 
e.g. need numpy

• Not always pythonic

• Python asyncio
• Decorators annotate

Karabo structures
• Emphasis on 

interaction with other
devices

• Pythonic
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Karabo - A SCADA Framework: Framework Design – Python Middlelayer API

General Middlelayer API Python Bound API Middlelayer API

• Event driven
• Asynchronous
• Self-descriptive
• Common, hierarchic 

data container 
supporting attributes 
on leafs: Karabo Hash

• Extensible: core + 
“Devices“

• Python asyncio
• Decorators annotate

Karabo structures
• Emphasis on 

interaction with other
devices: proxies

• Pythonic

• Exposes C++ API via 
Boost.Python

• Devices are separate 
processes

• Was aimed at p2p 
heavy devices which 
e.g. need numpy

• Not always pythonic

• Python asyncio
• Decorators annotate

Karabo structures
• Emphasis on 

interaction with other
devices

• Pythonic
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Karabo - A SCADA Framework: Framework Design – Python Middlelayer API

General Middlelayer API Python Bound API Middlelayer API

• Event driven
• Asynchronous
• Self-descriptive
• Common, hierarchic 

data container 
supporting attributes 
on leafs: Karabo Hash

• Extensible: core + 
“Devices“

• Python asyncio
• Decorators annotate

Karabo structures
• Emphasis on 

interaction with other
devices: proxies

• Pythonic

• Exposes C++ API via 
Boost.Python

• Devices are separate 
processes

• Was aimed at p2p 
heavy devices which
e.g. need numpy

• Not always pythonic

• Python asyncio
• Decorators annotate

Karabo structures
• Emphasis on 

interaction with other
devices

• Pythonic
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The Karabo Ecosystem – Usage of the three APIs
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The Karabo GUI

* Separate Python Package, well 
matched to the framework

* PyQt5

* Connects to Karabo via the GUI-
server (tcp, p2p)

* Extensible via „gui-extensions“

* Distinguishing feature: GUI 
scene builder

See D. Göries: KaraboGui - The Cockpit of the Supervisory Control and Data Acquisition System Karabo
at the Tuesday poster session
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The Karabo GUI – Scenes & Widgets
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Karabo GUI – Scenes as Synoptics – Links between Scenes

SASE1 tunnel SPB Instrument
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Karabo GUI – Scenes as Synoptics – Links between Scenes

SASE1 tunnel SPB InstrumentMain Overview

Vacuum

Beam Control

Major SubstationsVacuum

SASE1



32The Karabo Control System – New Opportunities for Better User Group Software 2022, 19.09.22 S. Hauf for the Controls Group

The Karabo GUI - Projects

* Store configurations of devices

* Hierarchical, logical grouping

* Contains
* Scenes
* Macros
* Subprojects

* Underlying: noSQL eXistDB
* XML-optimized database
* Docker available
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The Karabo Ecosystem – Highlights of the three APIs: Karabo Beckhoff Interface

* API: C++

* Builds upon: boost

* Special because: 
* Controls almost all PLC 

solutions at the facility
* Partially self-descriptive 

rendering via Karabo 
Schema injection

* Event-driven, up to 1kHz 
updates on some devices
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The Karabo Ecosystem – Highlights of the three APIs: Online Calibration

* API: Bound and MDL

* Builds upon: boost, numpy, 
CUDA, pyCUDA

* Special because: 
* online correction of up to 

4kHz images
* Highly configurable
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The Karabo Ecosystem – Highlights of the three APIs: Data Acquistion

* API: C++

* Builds upon: boost, hdf5

* Special because: 
* Data rate of ~20 GB/s
* Versatile in that almost 

any Karabo exposed 
parameter can be stored



36The Karabo Control System – New Opportunities for Better User Group Software 2022, 19.09.22 S. Hauf for the Controls Group

The Karabo Ecosystem – Highlights of the three APIs: VirtualMotorBase MDL

* API: MDL

* Builds upon:

* Special because: 
* Exemplary usage of MDL 

proxy capabilities for 
coordinated motion on 
multiple axes

* Hierarchical, extensible 
and pluggable, while 
maintaining a single 
interface
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Karabo - A SCADA Framework: Features not Covered in Detail

* Access levels

* Unit System

* Logging Levels

* Interchangable Brokers

* Interchangable Data Loggers

* Schema Injection

* Web-proxy

* A lot more at: https://rtd.xfel.eu/docs/karabo/en/latest/index.html

#49 G. Flucke: Experiences with Datalogging to InfluxDB at 
European XFEL, Tuesday, 14.30

#50 D. Göries: KaraboGui - The Cockpit of the Supervisory 
Control and Data Acquisition System Karabo, Tuesday poster 
session

# 37 I. Karpics: Current and future developments of European 
XFEL scan tool Karabacon, Tuesday poster session

#40 A. Garcia-Tabares: Image Annotation at European XFEL, 
Tuesday poster session

#48 A. Parenti: Synchronization of commercial camera data at 
the European XFEL, Tuesday poster session
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Not Covered (much): Devices

* Also not covered in much detail: 
devices - there’s 294 projects in 
active use in our git repos...

* Many small ones but others in ~50k 
lines of code, e.g. Beckhoff 
integration

* Many contributions by other groups 
at the facility as well.
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Summary & Outlook

* Karabo, the Control System for the European XFEL’s photon system has been presented
* Mature Control Framework driving operation of EU.XFEL‘s photon systems and instruments for 5 years

► Controls 6 instruments + auxiliary systems: 16000+ devices, with 2 Million+ properties
* Can handle 10GB/s+ data from large detector systems
* Influx data logging backend, as of now with 200 Billion+ ingested metrics
* Python Qt Gui with scene builder: panels without programming

* Next steps:
* bring into the public domain – likely soon on github.com
* authorization and authentication
* high level configuration and topology management, snapshots, component-level configuration
* web services and web GUIs
* support additional broker technologies
* ...
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Acknowledgements

* 10+ years of work

* 40+ contributors

* Soon to be released
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Backup
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Karabo - A SCADA Framework: A Short Word on Performance

* The JMS Broker can sustain a 
message rate of 4KHz (peak)

* Latency is ~  50 ms peak

* This is under test conditions in the 
production systems higher 
latencies are observed in fault 
scenarios (up to 3 seconds) with 
the system still stable
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Test Coverage (Framework Only)

Package Coverage
karabo.common 78%
karabo.native 72%
karabo.middlelayer 51%
All Python Karabo > 70%
karabo.gui 64%

40%
C++ > 65%

• Evaluated at intervals, numbers 
might not all be current but a 
good indicator

• Unit tests:
• cover individual methods, or 

self-contained scenarios
• Integration tests

• cover complete device 
scenarios and interaction of 
multiple devices / with other 
parts of the ecosystem
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Karabo - A SCADA Framework: The Karabo GUI - Macros

* „Small“ Python scripts which are 
ad-hoc editable in the GUI
* Use the MDL API
* Some restrictions, e.g. state 

machine
* Easy to turn into proper 

devices

* 100s of them by now

* Curated by users

* Some have evolved to powerful 
context specific tools, driving e.g. 
motor sequences
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Karabo - A SCADA Framework: The Karabo GUI

* Separate Python Package, well 
matched to the framework

* PyQt5

* Connects to Karabo via the GUI-
server (tpc, p2p)

* Extensible via „gui-extensions“

* Distinguishing feature: GUI 
scene builder
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Karabo - A SCADA Framework: The Karabo GUI - Scenes

* Scenes are SVGs

* Can be edited outside Karabo
* Include images, artwork, ...

* Flexible, extensible DOM

* Many parsers available: Karabo 
related informations stored as 
attributes to standard SVG 
elements
* WebGUI
* Scene queries
* ...
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Karabo - A SCADA Framework: The Karabo GUI - Scenes

* Scenes are SVGs

* Can be edited outside Karabo
* Include images, artwork, ...

* Flexible, extensible DOM

* Many parsers available: Karabo 
related informations stored as 
attributes to standard SVG 
elements
* WebGUI
* Scene queries
* ...
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Karabo - A SCADA Framework: Code Stats and Contributors
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Karabo - A SCADA Framework: A MVP Setup – Batteries Included

* On a supported system: CentOs7.8, Ubuntu (16),18,20
* Install binary (sh script)
* Install GUI (conda)
* Make sure Docker is available

* source karabo/activate

* karabo-startbroker

* karabo-start

* karabo ...
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Karabo - A SCADA Framework: A MVP Setup – Batteries Included

* On a supported system: CentOs7.8, Ubuntu (16),18,20
* Install binary (sh script)
* Install GUI (conda)
* Make sure Docker is available

* source karabo/activate

* karabo-startbroker

* karabo-start

* karabo ...

Caveat: currently assumes and XFEL-like environment:
• Code repo is in.xfel.eu/gitlab
• OS has certain dependencies installed
• ...
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The Karabo Ecosystem
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The Karabo Ecosystem

SPB device server topology
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The Karabo Ecosystem – Selection of Hardware Currently Integrated
Cameras
Basler (multiple models) via Lima, GeniCam, 
Aravis
Photonic Science (multiple models)
PI MTE, via picam
Andor (Newton, Zyla, Ikon), via IPC solution
Varex
Shimadzu HPvx

X-ray Detectors
PSI Gotthard (v1, 1D, strip), v2 soon
PSI Jungfrau (single cell, multi cell)
LCLS/SLAC EPICS 100a (10k)
pnCCD
fastCCD
LPD
AGIPD 1.1, AGIPD 1.X
DSSC
Amptek FastSDD
Timepix 3 (in progress)

Digitizers (uTCA-based)
SP devices ADQ 412
SP devices ADQ 7
SP devices ADQ 14
FastADC
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The Karabo Ecosystem – Selection of Hardware Currently Integrated

Motion Systems
Hexapod
Smaract
Elmo
Nanocube
Technosoft
Various other controllers via Beckhoff MC2

Power supplys and multimeters
Wiener MPOD
Keithley (various models)
Agilant

Chillers and thermo controllers
Huber
K2
Keithley (various models)
Lakeshore
Thorlabs (various models)
Julabo

Pumps and Vacuum Components
Agilant Ion Pumps
Pfeiffer (various models)
Pfeiffer Maxigauge
Adixen (various models)
Infinicon
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The Karabo Ecosystem – Selection of Hardware Currently Integrated

Spectrometers + Powermeters + Scopes ...
Oceanoptics (various models)
GENTEC
Techtronix (various models)
LeCroy
SRS DG645
Microvision RGA
MCS Beam Stab.

Bridge technologies
SCPI
DOOCS integration
EPICS (work in progress)
TINE
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The Karabo Ecosystem - Contributors

async def t():async def t():async def t():async def t():async def t():
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The Karabo Ecosystem - Deployment

* Deployment is currently done via ansible
* Deployment groups represent topics

► Lowest level is host (identified by alias)
* Playbooks for

► Deploying framework upgrades
► Deploying service defintion upgrades �

think device servers
► Deploying individual device updates
► Start/stopping installations

* Some consistency checks

[xctrl@exflxdaqgw01 playbooks]$ ./install.yml SA1
[xctrl@exflxdaqgw01 playbooks]$ ./install_device_active.yml sa1-br-sys-con1 --extra-vars="package=Beckhoff"
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Code Development – Standards and Guidelines

* Lightweight standards for Coding:
* PEP8 for Python
* A few custom rules for C++

* Emphasis nowadays on readability, not 
ingeniouity 
* In the past not always the case

* Aim for high test coverage
* For quite a bit of older code quite 

some work needed
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Code Development – Review

* Gitlab is used for code review
* Review is mandatory
* At least two people preferred

* Push to master is usually disabled
* A merge request off a branch needs to be 

done
* Code-author merges after review

* Lively and good discussions frequently happen 
and are encouraged

* It is okay to close a merge request

* Concept of Work In Progress is well adopted for 
early review
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Code Development – Testing

* Dedicated Test Engineer:
* A. Klimovskaia

* Tests for each framework 
release:
* Includes GUI
* Includes important 

devices
* 3500+ tests, mostly 

automatic
* 36h of test runs
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Code Development – Continuous Integration

* Gitlab based CI pipelines
* Docker containers for supported operating 

systems
* Automated test reporting

* Framework
* Reduced test suite for commits (faster)
* Full test suite for merge commits

* Devices
* Differing levels of sophistication
* Minimum: syntax and PEP8 check
* But also: full integration, round-trip tests
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SWOT: Strengths, Weaknesses, Opportunities, Threats
* Relatively young framework:

* Modern technology choices: central broker, InfluxDB, C++14, Python 3.8, Asynchr

* Event-driven and asynchr. nature
* Minimizes latency
* Reduction of repetitive data, however engrained is a global unique id (train id) for timestamping

* Dynamic, self-describing topology and devices
* Flexible thanks to schema injection possibilites
* scales easily between single host system and faciltiy with 100+ control hosts

* GUI-server, Web-proxy gateway designs
* Allows for extension outside the core framework and data flow regulation

* Built-in p2p data pipelines

* GUI Scene Builder: panels without programming
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SWOT: Strengths, Weaknesses, Opportunities, Threats
* Relatively young framework:

* Single facility usage: XFEL.EU. Impacts mainly Ecosytem which makes assumptions on XFEL.EU 
systems

* Not in the public domain (yet)

* Event-driven and asynchr. nature
* Users which are accustomed to polling data may need to learn to „trust“ the system
* Async. programming might be new for software engineers who have not worked with such systems

* Dynamic, self-describing topology and devices: mishaving components can be more difficult to track
* flexiblity comes at price of not have a static topology/system snapshot (is vs. should be there)

* Built-in p2p data pipelines
* Proprietory, nowadays (also at XFEL.EU) ZMQ/MSGPACK is might be a more open technology 

choice

* GUI Scene Builder: panels without curation and vetting

* Lack of user authentication and authorization
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SWOT: Strengths, Weaknesses, Opportunities, Threats
* Relatively young framework:

* Expand to a user-base outside of XFEL.EU
* In house development of framework: solutions are currently tailored to XFEL needs. If the framework 

has a significant shortcoming, we can deploy a fix within days usually

* Influx as a logging technology has already proven to be a game changer
* Data mining
* Visualization via Grafana

* The client architecture and scene DOM is foreseen to scale well with new client types
* Web-API
* Web-GUI

* Middlelayer API is a modern, pythonic and async. Framework with a relatively low entry level
* Framework itself will work on small scale installations without much expert configuration
* Light-weight: runs e.g. on Raspberry Pis and Hash can even be decoded in Micropython (R&D)

* Collaborative software engineering is well established in the XFEL CTRL group
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SWOT: Strengths, Weaknesses, Opportunities, Threats

* Relatively young framework:
* Not yet open-sourced, we don‘t have experience in supporting out-of-facility users and contributors

► At XFEL.EU close feedback loop between framework developers, and integration team
* „older“ players (Tango, EPICS, ...) are more well-established, might be considered more stable

* Message broker might not scale to arbitrary installation size

* JMS (C++) is not supported by the community anymore
* Now have MQTT, RabbitMQ and Redis in testing

* Designed against XFEL.EU time structure, global unique ids might be superfluous data at other facilities

* Batteries included dependency system is „outdated“
* Hard to unravel though � WIP, and drains resources

http://XFEL.EU
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