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n Experiments on next-generation beamlines are evolving into multi-
modal, multi-scale, time-resolved, in-situ characterization.

n To maintain high signal-to-noise ratio (SNR), prolonged exposure
and excessive dose occurring in SAXS/WAXD experiments
remains a serious concern.

n This work algorithmically improves the SNR of SAXS/WAXD
images, allowing more redundancy in exposure time and dose
reduction during experiments.

n Preprocessing: masking and resizing

n Customized metrics reflecting physical attributes

Fig. 1: preprocessing procedures, including masking and resizing

Fig. 2: radial integration, upon which various customized metrics are built

n Block-based training scheme empowers small network models.
n Fine-tuning hyperparameters to reach optimal performance.

n The proposed model provides bespoke denoising solution for SAXS/WAXD images, from
data preprocessing to network design and to final performance evaluation metrics.

n The model demonstrates superior denoising performance on highly textured SAXS/WAXD
images, compared with classic natural image denoisers like U-Net, REDCNN, and PMRID.
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