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Passive muonic atom spectroscopy
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Muonic atom level scheme
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Rhenium measurements

The two rhenium isotopes 185Re and 187Re are the last stable isotopes without a 
measured, absolute charge radius
Their ground states have spin I=5/2 → also have access to their quadrupole moment
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Rhenium results

Quadrupole moments of 185,187Re extracted from the widening of muonic the 5g->4f 
transitions
Working on the extraction of the charge radii from the 2p->1s transition
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Theoretical calculations 
by N. Oreshkina, MPIK 
Heidelberg
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Figure 7. [color online] Prompt �-ray spectrum of 185Re ob-
tained by the GeR (a) and by GeL (b) showing the 5g ! 4f
hf complex. The black line shows the best fit to the data.
The lines predicted by the hfs formalism are shown below the
spectra.

inclusion of the very weak 5f5/2 ! 4d5/2 does not modify
the results of the quadrupole moment, the 5g7/2 ! 4f7/2
multiplet has stronger influence and it leads to a lower
value of quadrupole moment explaining the discrepancy
to the values in [7]. The addition of the 5g7/2 ! 4f7/2
multiplet in the fitting of the hfs was necessary in or-
der to properly reproduce the rising slope at low energy
of the experimental spectrum as can be inferred by the
higher value of reduced �

2 obtained when this transition
is removed from the fit. This e↵ect clearly shows that the
isotopically pure muonic X-ray spectra could be sensitive
to transitions of relative intensity of few %. Since the fit-
ted hfs spectrum is not reported in [7] neither are the
values of �2, we cannot judge the quality of the fit and
consequently the sensitivity of that experimental spec-
trum to weaker transitions.

V. CONCLUSIONS

The hfs of the 5g ! 4f X-ray transition in muonic
185,187Re has been investigated. The extracted val-
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Figure 8. [color online] Prompt �-ray spectrum of 187Re ob-
tained by GeR (a) and by GeL (b) showing the 5g ! 4f
hfs complex. The black line shows the best fit to the data.
The individual lines of the hfs formalism are shown below the
spectra.

ues of quadrupole moment have been revised based on
high-quality isotopically pure muonic X-rays spectra of
185,187Re and state-of-the-art theoretical calculations and
fitting procedures. The quadrupole momentsQ= 2.07(5)
and Q = 1.94(5) are measured for 185,187Re, respectively.
The disagreement with values in literature extracted with
the same procedure has been analysed.

The measurement of the hyperfine splitting of muonic
X-rays could allow the extraction of the quadrupole mo-
ment of the nucleus to a rather high precision compared
to the hyperfine splitting in electronic systems because
they do not su↵er of the uncertainty in the calculation
of a multi-electron system for the determination of the
electric field gradient at the nucleus and the polarisation
of the electron core. Neverthless, we have pointed out
that particular care has to be taken in the estimation of
the systematic errors for what concerns the description
of the detector response and the relative intensity of the
muonic transitions.
This work is part of the muX project which currently
pursues at PSI the possibility to extend muonic atom
spectroscopy to elements available in micrograms quan-
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high-quality isotopically pure muonic X-rays spectra of
185,187Re and state-of-the-art theoretical calculations and
fitting procedures. The quadrupole momentsQ= 2.07(5)
and Q = 1.94(5) are measured for 185,187Re, respectively.
The disagreement with values in literature extracted with
the same procedure has been analysed.

The measurement of the hyperfine splitting of muonic
X-rays could allow the extraction of the quadrupole mo-
ment of the nucleus to a rather high precision compared
to the hyperfine splitting in electronic systems because
they do not su↵er of the uncertainty in the calculation
of a multi-electron system for the determination of the
electric field gradient at the nucleus and the polarisation
of the electron core. Neverthless, we have pointed out
that particular care has to be taken in the estimation of
the systematic errors for what concerns the description
of the detector response and the relative intensity of the
muonic transitions.
This work is part of the muX project which currently
pursues at PSI the possibility to extend muonic atom
spectroscopy to elements available in micrograms quan-
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What about radioactive atoms?

All stable isotopes (except rhenium) have been 
measured with muonic atom spectroscopy

In a few special cases also radioactive isotopes, 
e.g. americium

The paper describes the americium target as 
“modest weight of 1 gram”

Nowadays: 0.2 μg of open 241Am allowed in muon 
experimental area…
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odd-odd isomer and the 241Am ground state 
provides qualitatioe evidence for a large nuclear 
deformation of the fission isomer. A quantitative 
interpretation of these data, however, requires 
detailed knowledge of charge-distribution parame- 
ters for the ground states of 241Am and 243Am since 
the relative optical isotope shift between heavy 
nuclei is dependent [5] upon the difference in their 
optical m o m e n t s  A<r°pt).  The optical moment can 
be expressed as a weighted sum over even 
moments of the nuclear charge distribution: 

1 
= C F 2i <r°Pt) ~11 E i <  )- 

T h e  Seltzer coefficients G(Z),  which depend on 
the electronic structure of the element, are 
tabulated in ref. [6]. The mean square nuclear 
charge radius <rE), represented by the first 
coefficient, C 1, is the main contributor to the 
isotope-shift effect; in americium the higher terms 
contribute about a 5% correction. 

Multigram samples of high-isotopic-purity 
transuranic nuclides have become available as a 
result of the heavy element program of the US 
Department of Energy. Thus it is now feasible to 
determine the nuclear charge distributions of 
heavy elements by muonic X-ray hyperfine spec- 
troscopy. We describe here the results of such an 
experiment on 241Am and 243Am, the highest Z, 
shortest lived isotopes yet studied by muonic 
X-ray hyperfine spectroscopy. 

The experiments were performed at the stopped 
muon channel of the Los Alamos Meson Physics 
Facility (LAMPF) with equipment and procedures 
described in detail elsewhere [7]. The I gram 241Am 
and 243Am targets (isotopic purity > 99%) were 
prepared at Oak Ridge National Laboratory. Each 
target consisted of a 1 in diameter disc of 
compressed oxide doubly encapsulated in 
aluminum. These targets, together with a :08 Pb 
target that provided energy calibration lines [8], 
were simultaneously exposed to the stopping 
muon beam. A :4Na source placed near the Ge(Li) 
spectrometer provided additional calibration lines 
for the L and M muonic X-rays of americium, and 
other off-line sources provided a linearity calibra- 
tion for the data-acquisition system. Portions of 
the muonic K X-ray spectra for 241Am and 243Am 
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Fig. 1. Portions of the muonic K X-ray spectra for 241Am and 
243Am. The vertical lines indicate the energies and relative 
intensities of the hyperfine components calculated from the 
fitted nuclear charge distribution parameters. 

are shown in fig. 1. The intense natural radioactiv- 
ity of the americium targets, and their modest 
weight (dictated by safety considerations) resulted 
in data that are inferior in statistical accuracy and 
signal-to-noise ratio compared to data from 
nonradioactive targets. 

The nuclear charge density was represented in 
our analysis by a Fermi distribution as modified 
by Bracket al. [9] to include nuclear deformation. 
We assume that the same functional form, namely, 

p = (Z/4~'R3) [1 

(r-Ro(l+bo+fl2Y2o+fl4Y4o))] -1 
+ exp a 

describes all the isotopes of interest here, including 
the fission isomer. For each nucleus this para- 
meterization involves an equivalent spherical 
half-density nuclear radius R 0, quadrupole and 

76 

Johnson et al., Phys. Lett. 161B, 75 (1985)

Cannot stop muons directly in microgram targets 
Need new method!
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Atomic parity violation in radium

Weak interaction leads to parity 
violating effects in atomic transitions 
→ enhanced in heavy atoms (∝Z3) due 
to large overlap with nucleus

Extract Weinberg angle using precision 
atomic calculations 
→ Needs knowledge of the radium 
charge radius with 0.2% accuracy

7

Atomic parity violation fixes weak interaction 
properties at low momentum

LETTER RESEARCH

‘PVES fit’), which is = . ± .Q 0 0719 0 0045w
p . Below we discuss the sensi-

tivity of this result to variations in the experimental and theoretical 
input used to determine it.

Just as the proton’s weak charge depends on its u and d quark content 
(see equation (1)), the weak charge of other nuclear systems depends 
on their (different) u and d quark content. Because ep, e2H and e4He 
data are included in the global fit, C1u and C1d are reasonably well deter-
mined. However, if the very precise atomic-parity violation (APV) 
result14,15 on 133Cs is also included in the global fit, C1u and C1d can be 
determined with greater precision and then used to extract the neu-
tron’s weak charge = − +Q C C2( 2 )w

n
1u 1d . We note that inclusion or 

exclusion of the APV result has negligible impact on our result for Qw
p, 

which is derived from the intercept of the global fit. The results for C1u, 
C1d, Qw

p  and Qw
n obtained by including APV in the PVES global fit, 

which are listed in Table 1 as ‘PVES fit + APV’, are in agreement with 
the standard-model values2.

While our preferred result is based on the data-driven analysis of 
PVES fit, the final determination of the weak charge of the proton 
does not change appreciably with additional theoretical constraints. 
One of the dominant uncertainties in the term B(Q2, θ) of equation 
(3) arises from the knowledge of the strange-quark contributions. 
These have been determined very precisely in recent theoretical  
calculations16,17 employing lattice quantum chromodynamics 
(LQCD). Using these theoretical results to constrain the extrapolation 
to Q2 = 0 results in a slightly lower weak charge and a reduction in 
the uncertainty, as shown in Table 1 (‘PVES fit + LQCD’). The APV 
result was not included in this determination of Qw

p ; its inclusion 
makes negligible difference.

Because the proximity to threshold (Q2 → 0) and precision of our 
Qweak result overwhelmingly dominate the fits described above, it is 
possible to go one step further and use the Qweak datum by itself to 
determine Qw

p. The fact that the strange and axial form factors contri-
bute so little at the kinematics of the Qweak experiment (0.1% and 2.5%, 
respectively) also helps motivate this consistency check. Using the same 
electromagnetic form factors9 as in the fits above, the same lattice  
calculation16 for the strange form factors, and following the extraction 
method of ref. 18 for the axial form factor, the Qw

p  result obtained by 
using just the Qweak datum falls in-between the consistent results of the 

other determinations described above, which employ the entire PVES 
database (see Table 1, ‘Qweak datum only’). The uncertainty of the Qw

p 
result in this case includes an additional uncertainty (4.6 p.p.b.) due to 
the calculated form factors, but is only 4% larger than the uncertainty 
of the global fit result, which uses the entire PVES database. The dom-
inant correction, from the electromagnetic form factors (23.7%), is well 
known in the low-Q2 regime of the Qweak experiment.

The Qw
p  determinations described above can be used to test the  

prediction of the standard model for sin2θW, the fundamental  
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Fig. 3 | Variation of sin2θW with energy scale Q. The modified-minimal-
subtraction (MS) scheme is shown as the solid curve2,19, together with 
experimental determinations at the Z0 pole2 (Tevatron, LEP1, SLC, LHC), 
from APV on caesium14,15, Møller scattering (E158)22, deep inelastic 
scattering of polarized electrons on deuterons (e2H; PVDIS)23 and from 
neutrino–nucleus scattering (NuTeV)24. It has been argued25, however, 
that the latter result contains substantial unaccounted-for nuclear physics 
effects, such as neutron-excess corrections to the quark momenta, charge-
symmetry breaking and strange-quark momentum asymmetries. Our new 
result is plotted in red at the energy scale of the Qweak experiment, 
Q = 0.158 GeV (slightly offset horizontally for clarity). Error bars (1 s.d.) 
include statistical and systematic uncertainties.
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Our radioactive targets

5.5 μg target material allowed
Gamma rate of ~400 kHz from all daughters
Interest from atomic parity violation

8

248Cm, 3x105 y

244Pu, 8x107 y
α: 92%

SF: 8%

32.6 μg target material allowed
Heaviest nucleus accessible
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Transfer reactions

Stop in 100 bar hydrogen target with 0.25% 
deuterium admixture

Form muonic hydrogen μp

Transfer to deuterium forming μd, gain binding 
energy of 45 eV

Hydrogen gas quasi transparent for μd at  
~5 eV (Ramsauer-Townsend effect)

μd reaches target and transfers to μRa

Measure emitted X-rays from cascade

9

μ- 

Inspired by work of Strasser et al.  
and Kraiman et al.
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Ramsauer-Townsend effect

Quantum mechanical effect in the scattering transitions due to matching of muonic 
atom wavelength and scattering potential
Hydrogen gas quasi-transparent for μd at 4 eV
No minimum in scattering on D2 -> need to limit total D2 concentration

10
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The formed muonic hydrogen atom (µp) quickly
de-excites to the ground state and is thermal-
ized by multiple scatterings on the surrounding
hydrogen molecules. Due to the high-pressure the
di↵usion radius of the muonic hydrogen atom is
limited to only about 0.5 mm at the given con-
ditions. The key to increasing the mobility and
distance that the muons can travel lies in the small
admixture of deuterium that typically amounts to
0.25% at the chosen pressure of 100 bar. Once the
muonic hydrogen atom scatters with deuterium
the muon is quickly transferred – due to the
increased binding energy – forming muonic deu-
terium (µd) in the 1s ground state, where d is the
deuteron:

(µp) + d ! (µd) + p (3)
The rate of this transfer at the present conditions
is ⇠ 3.5⇥106/s [20]. Because of the increased bind-
ing energy the formed muonic deuterium atom is
accelerated resulting in a kinetic energy of 45 eV
[21]. This energy is quickly reduced in subse-
quent scatterings. However, due to the Ramsauer-
Townsend e↵ect [22] the transport scattering cross
section2 of µd on H2 features a deep minimum at
around 4 eV as shown in Fig. 1 [21, 23, 24]. This
e↵ect increases the range of the µd atom in the
gas cell by about a factor 10 over the one of the
thermalized µp atom allowing some of the muons
to reach the microgram target material mounted
at the back of the gas cell.

Once the µd atom reaches the target material,
the tightly-bound and neutral atom easily pene-
trates the electron cloud and the muon quickly
transfers yet again to the target nucleus Z [25, 26]:

(µd) + Z ! (µZ)⇤ + d (4)

The transfer inside the solid target material is not
well understood theoretically and has not been
studied in great detail experimentally. Estimates
for the transfer rate can be obtained from the cal-
culations of Refs. [27, 28]. For gold the estimated
transfer rate is ⇠ 1.6 ⇥ 1012/s as given by the
equation in the conclusions of Ref. [27]. Neglect-
ing any scattering e↵ects and assuming an energy
of the µd atom of 4 eV, this translates to a char-
acteristic length of 12 nm at which the fraction of
remaining µd atoms has dropped in gold to 1/e.

2For a definition of the transport cross section see, e.g., Ref.
[23].
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Fig. 1 Calculated total cross sections for the elastic scat-
tering of µd on H2 and D2 and transport cross sections
(indicated with �mt) for the elastic scattering of µd on H2

[24]. The gain in kinetic energy by the transfer from µp to
µd is indicated by the vertical green line. The cross sections
for the scattering of µd on D2 depend on the hyperfine
state F of the µd atom and are included in brown.

3 Simulation

An e�cient measurement requires as many muons
as possible to reach the target nuclei after hav-
ing stopped in the target gas and formed muonic
hydrogen atoms. We have conducted Monte Carlo
simulations of the transport process to optimize
the target geometry and the gas conditions. In
order to simulate the drift of µp and µd atoms
through the gas volume, it is necessary to quantify
the collisions between the atoms in the 1s state
and the molecules of the target gas. In addition
to the transfer reaction discussed in Equation (3),
the following scattering processes take place:

µa (F ) +M2 ! µa (F 0) +M2 (5)

Here, a denotes a proton or deuteron bound to a
negative muon and M2 denotes either one of the
molecules H2, D2 or HD. During the scattering
process, the hyperfine state F of the muonic atom
can be changed when the µa atom undergoes a
spin-flip reaction in which the atomic nucleus a is
exchanged with one of the nuclei of the molecule.
At collision energies of eV and more, the di↵eren-
tial cross sections for the molecular scattering pro-
cesses are approximately equivalent to those for
the corresponding nuclear processes, which con-
sider three-body Coulomb interactions between
the muonic atom and the molecular nuclei and
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Processes in gas cell

Simplified time evolution of muonic atoms in gas cell by solving coupled differential equations
Assumes single production rate of μX production → need Monte Carlo to take geometry and 
scattering into account
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Simulation of transfer

Developed simulation to predict efficiency of transfer
Momentum of beam determines stopping distribution with respect to the target
Deuterium concentration determines speed of transfer but limits range due to μd+D2 
scattering

12

Springer Nature 2021 LATEX template

5

0 20 40
 [eV]kinE

6−10

5−10

4−10

3−10

 d
N

/d
E 

  [
1/

0.
25

eV
]

× 
en

tra
nc

e
1/

N

 = 0.1%D  c

 = 0.75%D  c

Fig. 3 Energy distributions of µd and µp atoms reaching
the surface of the target disk for two di↵erent deuterium
concentrations cD. Only atoms that reach within the first
1 µs after the entrance detector has been triggered are
considered here. The distributions are normalized by the
number of counts in the entrance detector.

Time distributions of muonic hydrogen atoms
reaching the target disk are presented in Fig. 2 for
various deuterium concentrations in the hydrogen
gas. The distributions were obtained for a muon
beam with a mean momentum of 28.0 MeV/c and
have been normalized to the number of entrance
counts. The distribution for pure hydrogen (cD =
0%) shows a prompt peak stemming from µp
atoms that reach the target disk directly after
formation. The other distributions show signifi-
cant peaks at later time which are associated with
µd atoms reaching the cell wall after the isotopic
exchange of the muon. Increasing deuterium con-
centration raises the rate of the isotopic muon
exchange from µp to µd, which enables the µd
atoms to reach the target disk faster. On the other
hand, a higher concentration of deuterium in the
mixture increases the probability for µd atoms
to scatter with deuterium molecules. The scat-
tering cross sections for this process exhibit no
Ramsauer-Townsend minima (see Fig. 1) and can
therefore limit the free path of the µd atoms. The
optimal deuterium concentration which balances
these concurrent e↵ects typically lies between
0.1 and 0.25% depending on the exact target
and beam conditions. Energy distributions of the
muonic atoms at the moment they reach the tar-
get disk are shown in Fig. 3 for two di↵erent
deuterium concentrations. As can be seen from
the distributions, most µd atoms have lost the
energy gained in the isotopic exchange reaction
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Fig. 4 Parameter scan for the momentum of the muon
beam pµ and the deuterium concentration cD. The figure
of merit is the probability for muons which are detected in
the entrance detector to eventually be transferred to the
target disk within maximally 1 µs. In the simulations, a
gaussian muon beam momentum distribution with 4% full
width at half maximum was assumed.

when reaching the target. A peak of the energy
distribution around the Ramsauer-Townsend min-
imum at ⇠ 4 eV is visible for the lower deuterium
concentration (cD = 0.1%). For the higher concen-
tration, this peak has been washed out due to the
increased scattering on deuterium molecules.

Figure 4 shows a parameter scan performed
with the transport simulations. Here, the e�-
ciency of the transport process is defined as the
number of muonic atoms reaching the target
disk normalized by the number of muons pass-
ing through the entrance detector. For this, only
muonic atoms are considered that reach the tar-
get disk within 1000 ns after entering the target
cell. Note, that the transfer to the heavy nuclei
in the target is not considered in the simula-
tions. In reality and depending on the thickness
of the target, only a fraction of the muonic hydro-
gen atoms reaching the target surface transfer
the muon to the actual target nuclei, while the
rest of the muons are transferred to the tar-
get backing material. For the scan, the e�ciency
has been determined for various beam momenta
and deuterium concentrations. For this geometry,
a maximal e�ciency is reached with an average
momentum of 27.8 MeV/c – at which point a sig-
nificant fraction of the muons stop directly in the
target backing material – and a deuterium con-
centration of 0.15%. Comparisons of simulation
results with experimental data will be presented
in Sec. 5 of this text.
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Fig. 5 Sketch of the muX apparatus with its di↵erent
components labelled. For more details see the dedicated
sections.

4 Apparatus

Figure 5 shows an overview of the apparatus and
its di↵erent components, which has been discussed
in parts also in Refs. [5, 46–48]. The follow-
ing subsections describe the di↵erent elements in
detail.

4.1 Muon beamline

The measurements were performed at the ⇡E1
beamline in the experimental hall of PSI’s high-
intensity proton accelerator HIPA [49]. A static
E ⇥ B separator installed at the beginning of
the experimental area allowed to reduce the elec-
tron contamination in the beam to negligible
levels thereby providing a very pure negative
muon beam at the chosen momentum of around
28 MeV/c. Using a slit system mounted in the
beamline at a point of large dispersion allowed to
adjust the momentum acceptance of the channel
to around 3-4% full width at half maximum.

As shown in Fig. 6, the apparatus was installed
about 1.3 m downstream of the last quadrupole
triplet of the ⇡E1 beamline. At this position the
beamspot had a size of about 10 mm (gaussian
sigma) in horizontal and vertical direction. Typ-
ical rates on the muon entrance scintillator (see
Sec. 4.2) located behind the beam veto scintilla-
tor (see Sec. 4.2) with an opening of 18 mm were
around 20 kHz at a proton beam intensity of 2 mA.

Fig. 6 Photograph of the muX apparatus installed at the
end of the ⇡E1 beamline at PSI.

4.2 Beam veto, muon entrance and
decay-electron veto scintillators

As shown in Fig. 5, the muX apparatus employs
three di↵erent plastic scintillator detectors. They
are presented in Fig. 7. The first detector in beam
direction is the beam veto scintillator (Fig. 7 a).
This is based on a 80⇥ 80 mm2 BC-404 scintilla-
tor plate with a thickness of 4 mm and a central
hole with a diameter of 18 mm. It is read out on
two sides by a total of 12 3⇥3 mm2 silicon photo-
multipliers (model ASD-NUV3S-P by AdvanSiD
[50]) mounted on a PCB. This detector serves as
an active collimator for the muon beam and vetoes
against background coming down the beamline
outside of the acceptance of the entrance detector.

The beam veto detector is followed by the
muon entrance detector (Fig. 7 b). The detector
is based on a 20 ⇥ 20 mm2 BC-400 scintillator
foil with a thickness of 200 µm. The scintillator
is glued with optical cement on a UV-transparent
plexiglas frame, which in turn is coupled to 12
3⇥3 mm2 silicon photomultipliers as for the beam
veto detector. This detector serves to provide a
precise timing for the arrival of a muon in the high-
pressure gas cell and to distinguish a muon from
some remaining electron background in the beam
through the amount of deposited energy.

The last scintillator detectors are the decay-
electron veto detectors shown in Fig. 7c that sur-
round the gas cell. These are large 180⇥180 mm2

EJ204 scintillator plates with a thickness of 5 mm.
The light from the scintillator is collected through
wavelength shifting fibers that are embedded into
grooves in the scintillator plate. They guide the

Adamczak et al., arXiv:2209.14365 (2022)
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Entrance detector

Gas cell

Gas inlet

Veto scintillator

Figure 2: Entrance detector and gas cell mounted onto the beam line in ⇡E1. Visible are also
two of the five decay electron veto scintillators and the gas filling line that connects
to the cell from the back.

2 Description of the setup

Figure 2 shows an image of the entrance detector housing, the gas cell and two of the decay
electron veto scintillators. The entrance detector system consisted of a 100 µm thin, 20 ⇥
20 mm2 plastic scintillator preceded by a 4 mm thick plastic scintillator of 80⇥ 80 mm2 outer
dimensions and a 15 mm diameter hole. This thick scintillator was used to veto against beam
and decay electrons. A continuous energy calibration was provided by a thin layer of 208Pb
mounted in front of the veto detector, providing X-rays in the region of interest. The muonic
X-rays from 208Pb have been measured precisely in the past [2] and can now be used for
calibration. As this layer of lead is located in front of the veto detector its emitted X-rays are
not correlated with an event in the entrance detector and can thus be nicely separated from
the muonic X-rays of interest by timing.

The muons enter through a 20 mm diameter opening into the 30 mm diameter gas cell.
In order to have a narrow stopping distribution the measurements were carried out at 10%
liquid hydrogen density, which for the room temperature arrangement corresponds to 100 bar
of hydrogen pressure. The gas cell is sealed by an O-ring and a 600 µm thick carbon fiber
window. The window is supported by a 4 mm thick titanium and 2 mm carbon fiber grid
with an open fraction of 73%. This arrangement (shown in Fig. 3) was holding the 100 bar of
pressure without any problem and with only a negligible leak rate. Pressure tests with water

4

Plastic scintillators used for 
entrance and veto detectors
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100 bar hydrogen target

Target sealed with 0.6 mm carbon fibre window plus carbon fibre/titanium support grid
Target holds up to 350 bar
10 mm stopping distribution (FWHM) inside 15 mm gas volume
Target disks mounted at the back of the cell

16Figure 3: Entrance window arrangement of the gas cell. Visible are the titanium/carbon fiber
support grid, the carbon fiber window and the stainless steel disk compressing the
underlying O-ring seal.

revealed that it can actually hold up to 350 bar at which point the screws are ripped out of
the aluminum housing.

The cell is surrounded on five sides by large 4 and 5 mm thick plastic scintillators that veto
against decay electrons. Two of the scintillators are shown in Fig. 2. The front and back
detectors feature a central hole of 35 and 22 mm, respectively, to allow the connection of the
gas cell to the entrance detector and to the gas inlet.

The target foil shown in Fig. 4 is glued onto a small aluminum support stand which in turn
is screwed into the backwall of the cell. The gas inlet is also located at the backside of the
target and ends just below that support stand. In this configuration the distance between the
target and the carbon fiber window amounts to 15 mm. Various targets were tested over the
course of the measurement campaign: gold targets of di↵erent thicknesses and sizes with a
copper or kapton backing, and two uranium targets.

Eight of the germanium detectors were held in place by a welded steel construction that
allowed to mount them all around the target cell and adjust their distance and angle. The
remaining three detectors were place on tables attached to the same frame. Due to the di↵erent
mounting methods the distance of the detectors to the gas cell varied between 10 and 15 cm.
The arrangement of the detectors is shown in Fig. 5. The full array was mounted on rails
(visible in Fig. 1) such that it could easily be moved in order to get easier access to the gas
cell and entrance detector. The 11 detectors were of the following types: 7 compact coaxial
detectors from the French/UK loan pool with e�ciencies of around 60%, 2 stand-alone coaxial
detectors with 70 and 75% e�ciency, 1 Miniball cluster consisting of three individual crystals
of around 60% e�ciency each [3], and 1 planar detector optimized for low-energy gammas.

As the French/UK loan pool and Miniball detectors had only a small liquid nitrogen dewar
they needed to be refilled every 8 hours. For this reason, we developed an automated filling
system controlled by a PSI SCS-3000 module. Figure 6 shows one side of the autofill system
with the valve controller box, the main liquid nitrogen filling line and various valves and hoses
connecting to the di↵erent detectors. The liquid nitrogen was stored in two 200 l dewars that
were refilled twice a week from the main liquid nitrogen system of PSI. The SCS-3000 box

5
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Germanium detector array

2017/2018
11 germanium detectors in an 
array from French/UK loan 
pool, Leuven, PSI
First time a large array is used 
for muonic atom spectroscopy

2019
Miniball germanium detector 
array from CERN
26 germanium crystals in total
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Warr et al., Eur. Phys. J. A 49, 40 (2013)
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Quadrupoles

Germanium array

lN dewars

Gas handling system

Figure 1: Top view of the setup for the beam time of July/August 2017 in the rear area of
⇡E1. Visible are the last quadrupole of the beam line, the germanium detector array,
the liquid nitrogen dewars feeding the automated filling system and the gas handling
equipment.

1 Introduction

We have had a successful beam time of two weeks in July/August 2017 in the ⇡E1 area. The
setup is shown in Fig. 1. For the first time in the history of muonic atom spectroscopy a
germanium detector array was used to perform the measurements. It consisted of a total of 11
detectors that were contributed by PSI, Leuven and the IN2P3/STFC French/UK Ge Pool [1].

In the following sections we report on the progress achieved with this setup on various
areas going from the successful use of transfer reactions in a 100 bar hydrogen and deuterium
mixture and its optimization with ultra-thin gold targets to measurements of transfer reactions
in various mixtures of noble gases with hydrogen and our first measurements with radioactive
materials, namely uranium. The setup was also used for the measurement of the 2s � 1s
transition, the progress of which will be reported elsewhere. We will conclude with the beam
time request for 2018.

We have to emphasize that the data analysis is still ongoing and that any results presented
are preliminary. Additionally we are also still analyzing data taken in 2016, where we measured
the muonic X-rays of Re-185 and Re-187. For rhenium, no absolute charge radius measurement
exists to date. However, this has not yet been completed as most of our attention in 2017 was
focused on the experimental progress and the fact that the theoretical framework for extracting
a charge radius from the rhenium spectra is not yet fully complete.

3

πE1 beam line
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The observed total counts of 2p�1s gold x rays
N� is used to estimate the e�ciency ✏T of the full
transfer process by relating them to the number
of detected muons by the entrance detector Nµ:

✏T =
N�

Nµ

1

I✏det⇣
, (6)

with I the absolute yield per muon of the 2p� 1s
line, ✏det the detection e�ciency of the full ger-
manium detector array at this energy and ⇣ the
transmission through the grids and the entrance
window of the gas cell (see Sec. 4.3).

The yields of the 2p�1s transition after trans-
fer is distinctly di↵erent and about a factor 2 lower
compared to direct capture as was, e.g, measured
for several low-Z elements [58–61]. This can be
understood by the fact that the initial distribution
across the angular momentum states is shifted to
much lower values [62], which boosts the yields of
higher np� 1s transitions compared to the direct
capture. As no trustworthy measurements of the
2p � 1s yield after transfer for elements higher
than argon exist, it was estimated for gold after
transfer to be 65.7 ± 7.1%, and thus significantly
higher than seen in the measurements at lower
atomic numbers, by extrapolating a series of trans-
fer measurements in a hydrogen gas cell with small
admixtures of argon, krypton and xenon. A ded-
icated publication on these measurements is in
preparation [63].

In order to measure the detection e�ciency
of the germanium array at the energies of the
muonic gold 2p � 1s x rays, a 300-µm thick nat-
ural lead target with a diameter of 30 mm was
mounted in vacuum and without the entrance win-
dow and support grids at the target position inside
the gas cell. This arrangement guaranteed that
any muon registered by the entrance detector hits
the lead target and stops within. By using the
measured yield of the 2p � 1s transition (from
gold [64] instead of lead as the corresponding val-
ues found in literature [65, 66] are clearly not
correct), the e�ciency can be calculated by the
ratio of detected to the number of emitted x rays.
Additionally and by taking full advantage of the
large germanium detector array, a � � � coinci-
dence analysis was performed by triggering one of
the germanium detectors on the 3d � 2p transi-
tion and counting the number of observed 2p� 1s
x rays in the rest of detector array. The two
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Fig. 12 (a) Transfer e�ciency as a function of deu-
terium concentration cD at a muon beam momentum of
27.25 MeV/c. (b) Transfer e�ciency as a function of muon
beam momentum p at a deuterium concentration of 0.25%.
The two time windows correspond to the time after a
muon entered the gas cell over which the recorded muonic
gold x rays are counted to calculate the transfer e�ciency.
Also shown are the simulation results from Fig. 4 that
demonstrate excellent agreement. In the comparisons here,
the momentum of the simulated results was shifted by
�0.65 MeV/c in order to compensate for the not precisely
known material budget traversed by the muon beam and
to obtain the maximum e�ciency at the same momentum
as in the measurement.

approaches resulted in perfectly consistent values
for the detector e�ciency of ✏det = (0.46± 0.01)%
at ⇠5.6 MeV energy.

The window transmission ⇣ was measured just
following the detector e�ciency measurements by
still employing the natural lead target, but closing
the cell with the carbon fiber window and support
grids and comparing the amount of emitted lead
x rays per incoming muon with and without the
entrance window. The extracted value amounts to
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Fig. 12 (a) Transfer e�ciency as a function of deu-
terium concentration cD at a muon beam momentum of
27.25 MeV/c. (b) Transfer e�ciency as a function of muon
beam momentum p at a deuterium concentration of 0.25%.
The two time windows correspond to the time after a
muon entered the gas cell over which the recorded muonic
gold x rays are counted to calculate the transfer e�ciency.
Also shown are the simulation results from Fig. 4 that
demonstrate excellent agreement. In the comparisons here,
the momentum of the simulated results was shifted by
�0.65 MeV/c in order to compensate for the not precisely
known material budget traversed by the muon beam and
to obtain the maximum e�ciency at the same momentum
as in the measurement.

approaches resulted in perfectly consistent values
for the detector e�ciency of ✏det = (0.46± 0.01)%
at ⇠5.6 MeV energy.

The window transmission ⇣ was measured just
following the detector e�ciency measurements by
still employing the natural lead target, but closing
the cell with the carbon fiber window and support
grids and comparing the amount of emitted lead
x rays per incoming muon with and without the
entrance window. The extracted value amounts to



Andreas Knecht

Time evolution

Speed of transfer depends 
on D2 concentration

Good match between 
simulation and data

20

Springer Nature 2021 LATEX template

11

0 200 400 600 800 1000
t [ns]

0

0.01

0.02

0.03

N
or

m
al

iz
ed

 C
ou

nt
s cD = 0.1 %

0 200 400 600 800 1000
t [ns]

0

0.01

0.02

0.03

0.04

N
or

m
al

iz
ed

 C
ou

nt
s cD = 0.25 %

(a) (b)

0 200 400 600 800 1000
t [ns]

0

0.02

0.04

0.06
N

or
m

al
iz

ed
 C

ou
nt

s cD = 0.75 %

0 200 400 600 800 1000
t [ns]

0

0.05

0.1

N
or

m
al

iz
ed

 C
ou

nt
s cD = 1.5 %

(c) (d)

Fig. 13 Evolution of the normalized muonic gold 2p� 1s x rays as a function of time after a muon entered the gas cell for
di↵erent deuterium concentrations: (a) cD = 0.1%, (b) cD = 0.25%, (c) cD = 0.75%, and (d) cD = 1.5%. The results from
the simulation (in red) nicely agree with the measured data (in black).

⇣ = 54.5% and is consistent across several of the
muonic lead lines.

With these parameters at hand the transfer
e�ciency can be calculated and plotted for the
2019 measurements as a function of deuterium
concentration and beam momentum in Fig. 12,
which reaches a maximum of approximately 5% at
a deuterium concentration of 0.25% and a momen-
tum of 27.25 MeV/c. The plots show the results
for two di↵erent time windows of 500 and 1000 ns
after the muon entrance highlighting the e↵ect of
the deuterium concentration and momentum on
the speed of the transfer process to the gold target.
Shown in addition to the measurements are also
the results of the simulation from Fig. 4. Excellent
agreement is found between the measurements
and simulation demonstrating good understand-
ing of the processes occurring in the gas cell and
corroborating the assumption that a 50-nm gold
layer is thick enough such that all muons transfer
to the target material. Good agreement between
simulation and measurements is also found by

plotting the time evolution of the muonic gold
2p� 1s x rays as a function of time after a muon
entered the gas cell – see Fig. 13.

5.2 Measurements with a few
microgram target

Already in 2017 in a first proof-of-principle mea-
surement, we have aimed at a measurement with
only 5 µg of gold as motivated by the maximum
allowed quantity for a potential 226Ra measure-
ment. We did this in a series of measurements
where the target mass was reduced from about
470 µg down to 5 µg. As we only discovered the
issues with the hydrogen/deuterium mixture (as
described in Sec. 4.4) later, we cannot give precise
values for these series of measurements as they are
plagued with uncertainty due to changes in the
deuterium concentration for the di↵erent measure-
ments, but will only give some rough estimates in
the next paragraph.
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Measurement with microgram gold target

Measurement with 5 μg gold target as proof-of-principle
Spectrum taken over 18.5 h
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Figure 14: Top: Spectrum of muonic X-rays from 5 µg of gold taken during 18.5 h. The lines
at 5.59 and 5.76 MeV are from the muonic 2p� 1s transition. The line at 5.5 MeV
is from pµd fusion and the ones at 5.45 and 5.78 MeV are calibration lines from
muonic 208Pb. Bottom: 2d spectrum showing the muonic X-rays as a function of
time (tDi↵) after a hit in the muon entrance detector.
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Radioactive targets

Made by a combination of electroplating and drop-on-demand printing by Institut für 
Kernchemie, Mainz
Difficult to make thin targets that have only very little organic contamination
We did not observe anything from 4.4 μg radium target; only hints from 1.4 μg target
For both curium and radium target we suffered from palladium contamination —> only 
about 1/3 of muons went to target material
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Remaining neutron background
 μ− + (N, Z ) → (N + 1,Z − 1)* + νμ

(N + 1,Z − 1)* → (N − x, Z − 1)* + (1 + x) n

μ− → e− + ν̄e + νμ
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PRELIMINARY

Theoretical calculations including estimates of the 
nuclear polarisation corrections are performed by 
N. Oreshkina & I. Valuev, MPIK, Heidelberg

Relative statistical uncertainty on the 
charge radius ∼ 2 × 10−5

2p 1s hyperfine transitions in 248Cm→

24

Systematics will limit us 
to ~ a few  level10−4
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μ39K 2p-1s
~3 hours of measurement

September 2022 measurement

25

Towards the measurement of 226Ra: 
• measured implanted gold targets 
• measured barium deposition targets (drop-on-demand, 

molecular plating)
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6Li spectrum

First low-Z elements tests with enriched 6Li 
and natLi samples using a silicon drift detectorB

Expand towards medium-Z elements: 
• measured 39K (5.7 μg) using the muX method 
• future goal: measure triplet 39K, 40K, 41K 
• improve laser spectroscopy results
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Conclusions

Muonic atom spectroscopy is a powerful tool to study properties of nuclei 
(charge radius, quadrupole moment, nuclear structure)
muX project developed method based on transfer reactions to perform 
measurements with microgram target material
Measured muonic curium spectrum for the first time!
Radium measurements to come; other isotopes under consideration, e.g. 40K
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muX collaboration
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Muonic atom spectroscopy

Nuclear polarisation is the 
dominating factor that in the end 
determines the accuracy of the 
extracted charge radius

Typically assumed uncertainty: 
10 - 30%

Nuclear excitation spectra 
important
Looking for theorists that want to 
tackle these calculations with 
modern methods
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