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• Data Producers
- Microscope users
- EM Facility Scientists
- Microscope & detector researchers
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Users

• Data consumers
- Data scientists, structural biologists, 

informaticians
- Students
- Training AI/machine learning



• Publishing raw data is essential
- Reproducibility. Check results & apply new methods to old data
- Verifiability. Detect processing mistakes and protect against scientific fraud
- Education. Learn processing techniques by reproducing cutting-edge papers
- Method development. Datasets provide training data for future AI methods
- Interdisciplinary. Images may be relevant for questions beyond the original scope

• Examples from crystallography:
- PDB redo
- Phasing old data with molecular replacement (or AlphaFold models)

Benefits of open data for electron microscopy

Page 4



• How can we improve ORD pracQces in the electron microscopy (EM) community? à
Open EM Data Network
- ETH ORD M1 Establish applicaQon by Henning Stahlberg: 1.5 MCHF
- swissuniversiQes by Robbie Loewith: 0.92 MCHF
- 6.5 new posiQons
- ETH: June 2023–Dec 2025 (30 months)
- SwissuniversiQes: Jan 2023–Dec 2024 (24 months)

Open EM Data Network (OpEM)
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Open EM Data Network (OpEM)
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Roadmap
The core Data Catalog service is in production at PSI for archiving data from the SLS synchrotron, 
SwissFEL free-electron laser, and other large facilities. Development of  OpEM services is ongoing 
and funded through 2025. Key aspects currently in development include: 

• Standardization of  EM-specific metadata. Here coordination with other international initiatives 
will be key to enable interoperability with the global EM community. Connections to 
complementary initiatives would be appreciated! 

• Integration with international repositories. We will explore the use of  APIs for integrating with 
public repositories. For instance the methods for preparing OneDep PDB/EMDB depositions 
from stored metadata will be explored. 

• SciCat features to support federated authentication and multi-site storage 

• Funding model to ensure a sustainable future for the OpEM network. 

• Training for users and facility members 

Consortium
The OpEM consortium includes participants from all major academic EM facilities in Switzerland, 
including 4 federal universities (ETH-Rat), 5 cantonal universities (swissuniversities), and the 
Dubochet Center for Imaging (DCI).

This project was supported by the Open Research Data Program of  the ETH Board and by a Swiss Open Research 
Data Grant (CHORD).

Summary
The Open EM Data Network (OpEM) is a consortium of  Swiss electron 
microscopy facilities working together to: 

• Improve Open Research Data (ORD) practices in the Swiss EM community 

• Provide an open and FAIR repository for Swiss EM data not hosted 
elsewhere 

• Standardize EM metadata & automate collection at Swiss EM facilities 

• Follow a consistent data lifecycle when collecting data at different facilities 

• Streamline publication of  EM data into open repositories like EMPIAR, 
EMDB, and the PDB 

OpEM will target both researchers producing EM data and consumers of  
open data for additional science. Data producers benefit from more 
streamlined data collection, standardized facilities, easier deposition for 
publication, and adherence to data management policies. The wider availability 
of  open EM data brings numerous benefits, including reproducing results, 
applying new techniques to old data, training AI & other new methods, and 
mining data for new insights.

Infrastructure
• The central component of  OpEM is the Data Catalog. This stores metadata for all datasets 

collected at Swiss EM facilities. Metadata includes data providence, ownership, lifecycle 
management, instrument settings, data description, and sample information. The Data Catalog 
runs the open-source SciCat software. 

• Metadata is collected during the microscope session with minimal user input and automatically 
ingested into the Catalog, producing a unique persistent identifier for each dataset 

• Raw data is transferred to central storage systems. Most institutes use the tape archive at the 
Swiss National Supercomputing Centre (CSCS) for storage. 

• Data can be downloaded by authorized users during the embargo period for processing on local 
machines or HPC clusters. Processed data (maps, models, workflows, etc) are also added to the 
Data Catalog as derived datasets with associated metadata. 

• Datasets can be easily prepared for deposition in international repositories (usually field-
specific, eg EMPIAR, EMDB, and PDB for protein cryoEM). Required information is collected 
from the metadata and used to pre-populate deposition systems through public deposition APIs. 

• Open access is enabled after publication or the expiration of  the embargo period. Datasets are 
assigned a DOI which can be included with publication. Datasets are also indexed by search 
engines (OpenAIRE, Google Dataset search, European Open Science Cloud, etc) or can be 
accessed directly from https://discovery.psi.ch. A retrieval service allows users to fetch data 
from storage and download it directly.

Facilities 

ETHZ, EPFL, 
PSI, DCI, EMPA, 
UNIBAS, UNIBE, 

UNIGE, UNIL, 
UZH 


Data Catalog 
(SciCat)

Storage Backend 

CSCS Petabyte Archive,
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Metadata

Raw data
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EMDB
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International 
RepositoriesMicrographs,


Particles

Local Processing

Data Sharing Processed Data, 
Workflows

Public Users

DOI access, 
Search interface


Public identifiers, 
search engines

SciCat 
Commands

Download Links,

Status info Data

Data

Atomic Models

Electron Maps

Resources

We’re hiring! OpEM is searching for scientific engineers at multiple locations in Switzerland. 
Contact spencer.bliven@psi.ch if  interested.

OpEM website: https://swissopenem.github.io/

Data Catalog: https://discovery.psi.ch

Published DOIs: https://doi.psi.ch

T1.1 Metadata standards T1.2 Automation of
metadata collection

T1.3 Automation of
SciCat deposition

T3.1 (Semi)automated
deposition into EMDB &

EMPIAR

T3.2 Deposition into
other repositories 

T4.1 User training in
ORD and deposition

T4.2 Bridge to
international ORD

initiatives

T4.3 Exit strategy
implemented

Form steering committee
& hire staff

T2.1 Establish Open EM
data hub

T2.2 Integrate institute
storage options

Data CollectionManagement Data Catalog Data Deposition TrainingKey:

2023-04-19

Download:
doi.org/10.5281/zenodo.7845286



1. Automated collection of metadata during acquisition.
- Initial focus on single particle cryoEM, but with support for additional domains like material science
- Coordinate with EU & international standards and initiatives, eg. INSTRUCT-ARIA, 3DEM

Project Plan
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2. Ingestion of metadata from all sites in the Data Catalog
- PSI will provide data storage for some sites; others adapt existing site-specific storage (e.g. ETHZ LTS)
- Users deposit derived datasets after processing

Project Plan
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3. Seamless deposi=on in interna=onal repositories (EMPIAR/EMDB/PDB)
- Pre-populate fields from metadata

Project Plan
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4. Training & outreach
- Provide user training for researchers, facility managers, and data consumers
- Find sustainable funding model

Project Plan
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specific, eg EMPIAR, EMDB, and PDB for protein cryoEM). Required information is collected 
from the metadata and used to pre-populate deposition systems through public deposition APIs. 

• Open access is enabled after publication or the expiration of  the embargo period. Datasets are 
assigned a DOI which can be included with publication. Datasets are also indexed by search 
engines (OpenAIRE, Google Dataset search, European Open Science Cloud, etc) or can be 
accessed directly from https://discovery.psi.ch. A retrieval service allows users to fetch data 
from storage and download it directly.

Facilities 

ETHZ, EPFL, 
PSI, DCI, EMPA, 
UNIBAS, UNIBE, 

UNIGE, UNIL, 
UZH 


Data Catalog 
(SciCat)

Storage Backend 

CSCS Petabyte Archive,

ETHZ Long Term Storage

Metadata

Raw data

(micrographs)

EMPIAR

EMDB

PDB

International 
RepositoriesMicrographs,


Particles

Local Processing

Data Sharing Processed Data, 
Workflows

Public Users

DOI access, 
Search interface


Public identifiers, 
search engines

SciCat 
Commands

Download Links,

Status info Data

Data

Atomic Models

Electron Maps

Resources

We’re hiring! OpEM is searching for scientific engineers at multiple locations in Switzerland. 
Contact spencer.bliven@psi.ch if  interested.

OpEM website: https://swissopenem.github.io/

Data Catalog: https://discovery.psi.ch

Published DOIs: https://doi.psi.ch

T1.1 Metadata standards T1.2 Automation of
metadata collection

T1.3 Automation of
SciCat deposition

T3.1 (Semi)automated
deposition into EMDB &

EMPIAR

T3.2 Deposition into
other repositories 

T4.1 User training in
ORD and deposition

T4.2 Bridge to
international ORD

initiatives

T4.3 Exit strategy
implemented

Form steering committee
& hire staff

T2.1 Establish Open EM
data hub

T2.2 Integrate institute
storage options

Data CollectionManagement Data Catalog Data Deposition TrainingKey:

2023-04-19

Download:
doi.org/10.5281/zenodo.7845286



• Standardized data management at all facilities
• Raw data & metadata are automatically entered in the catalog
• Swiss-wide data transfer with unified authorization (SWITCH AAI)
• Complies with institutional and federal data policies
• Integrates with popular processing software, eg relion, CCPEM-pipeliner, cryoSPARC
• DOI assigned for publication
• Prepares single-particle cryoEM datasets for deposition at EMPIAR+EMDB+PDB

For data producers

Page 12



• Findable via OpenAIRE, European Open Science Cloud, Google
Dataset search, etc.

• Linked to publicaQons and internaQonal repositories
• Searchable via metadata (hbp://discovery.psi.ch)
• Data retrievable from storage via asynchronous systems
• Scriptable via REST API

For data consumers

Page 13



• Now hiring!
• Data Catalog Tasks
- Federated login outside PSI
- Permissions model independent of PSI
- IngesQon from remote sites
- Support external data storage

• Microscope Facility Tasks
- Standardize EM scienQfic metadata
- IngesQon service for each facility
- Integrate with insQtuQonal storage & services

• Data PublicaQon
- CollaboraQon with EBI for EMPIAR/EMDB/PDB deposiQon

• Train staff & scienQsts
• Find sustainable funding model

Major Tasks

Page 14
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Thanks!

• Henning Stahlberg (EPFL), Robbie 
Loewith (UNIGE), Gebhard
Schertler, Gregor Ciccheg, and 
other OpEM members

• Stephan Egli, Carlo Minog, Max 
Novelli (ESS), Laura Shemilt (RFI) & 
other SciCat developers

• Derek FeichQnger & the HPCE 
Group

• Alun Ashton, Leo Sala, & AWI 
colleagues

• EM Facility staff


