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and is prohibited by the standard model. 



WHY  ?μ → eγ

WHY ARE WE SEARCHING FOR  ?μ+ → e+γ

2

‣ Because it violates flavor conservation in charged leptons 
and is prohibited by the standard model. 

Really?



WHY  ?μ → eγ

NEUTRINO OSCILLATIONS

3



WHY  ?μ → eγ

NEUTRINO OSCILLATIONS

π+ → μ+νμ

3



WHY  ?μ → eγ

NEUTRINO OSCILLATIONS

π+ → μ+νμ

νμ → νe

3



WHY  ?μ → eγ

NEUTRINO OSCILLATIONS

π+ → μ+νμ

νμ → νe

νen → e−p

3



WHY  ?μ → eγ

NEUTRINO OSCILLATIONS

π+ → μ+νμ

νμ → νe

νen → e−p

π+n → μ+e−p LEPTON FLAVORS ARE DEFINITELY VIOLATED IN CHARGED LEPTONS!
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 should occur! μ → eγWe do not really observe neutrinos in these reactions.
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WHY  ?μ → eγ

ANY TEV SCALE PHYSICS HELP MAKE THE BRANCHING RATIO BIGGER !
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≃ 10−12

Sensitive to various new physics scenarios
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BIG PICTURE
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WHY  ?μ → eγ

THE CURRENT STATUS: 

T. Mori, W. Ootani / Progress in Particle and Nuclear Physics ( ) – 7

Fig. 5. Experimental upper limits (90% C.L.) on cLFV muon processes as a function of the year where the µ ! 3e and µ�N ! e�N bounds are converted
into equivalent µ ! e� bounds by using Eqs. (6) and (7). The corresponding new physics scale ⇤ for  = 0, defined in Eqs. (9) and (10), is also indicated.

with a detection efficiency ✏ ⇡ O(1%) in a few years of data taking (T ⇡ O(107) s), a DCmuon rate of 1013/✏/T ⇡ 107–108/s
is necessary. Such a high rate DC muon beam is currently only available at Paul Scherrer Institute (PSI), Switzerland. PSI’s
590 MeV isochronous ring cyclotron constantly supplies a 2.2 mA proton beam with 50.6 MHz RF time structure. Since
the muon life time of 2 µs is much longer than the RF structure, the muon decay rate becomes constant (DC) without any
time structure. The cyclotron is currently being upgraded and its beam current is planned to increase eventually to 3.0 mA,
approaching an unrivalled beam power of 1.8 MW.

Major experimental challenges are (1) a good photon energy resolution to suppress background photons from radiative
muon decays and annihilation of positrons in material, and (2) precise measurements of positrons in the high rate environ-
ment of 107–108 positrons per second.

The MEG experiment at PSI, which finished data taking in summer 2013, obtained the world’s best upper bounds on
B(µ ! e� ) < 5.7⇥ 10�13 at 90% C.L. [7] using ⇠1/2 of the data taken. The final result of MEG is expected during the year
2014. Currently at PSI, preparations are underway for the MEG II experiment, an upgrade of MEG, which plans to start data
taking in 2016 with a goal of achieving an order of magnitude better sensitivity than MEG in three years’ data taking.

1.2.2. µ+ ! e+e�e+

Searches for the µ ! 3e decay also require positive muons to avoid muonic atom formation just like µ ! e� searches.
With three particles in the final state, they also suffer from accidental coincidences: positrons from normal muon decays
coincidewith e+e� pairs fromphoton conversions or fromBhabha scattering of positronswith atomic electrons. Tominimise
the accidental background, a DC muon beam, one as constant in time as possible, should be used.

With the presently available DC muon beam at PSI (⇠1 ⇥ 108 muons/s), an improvement in sensitivity by two orders
of magnitude over the current 90% CL upper bound on B(µ ! 3e) < 1.0 ⇥ 10�12 [20] may be possible. However, a much
more intense muon source of �109 is required to become competitive with the existing upper bound on B(µ ! e� ) <
5.7 ⇥ 10�13 [7]. A new high intensity muon beamline, ‘‘High Intensity Muon Beam’’ (HIMB), that can provide >109 muons
per second, has been proposed and is under serious consideration at PSI [31]. An upgrade plan of the proton accelerator
complex at Fermilab (Proton Improvement Plan-II (PIP-II)) aimed at providing a beam power of at least 1 MW on target at
the initiation of the long baseline neutrino facility (LBNF) is embeddedwithin a longer-term concept for upgrades to achieve
multi-MW, continuous wave capabilities, which could accommodate a high intensity muon source [32].

Amajor experimental challenge for aµ ! 3e search is precise tracking and vertexing of positrons and electrons in a high
rate environment of >109 muon decays per second. Tracking detectors must have low momentum thresholds and cover a
large solid angle to efficiently measure three-body final states of µ ! 3e decays. Because of this daunting challenge, no
experiment had been proposed for more than a quarter century since the last experiment. Recent advances in ultra-thin
silicon pixel detector technology, however, seems to rise to the challenge. The mu3e experiment [33], recently proposed at
PSI, envisages to use High Voltage Monolithic Active Pixel Sensors (HV-MAPS) to realise ultra-thin tracking detectors that
minimisemultiple scattering and energy loss for precise tracking and vertexing. The first phase ofmu3ewill use the existing
beamline to achieve an O(10�15) sensitivity, but the second phase for O(10�16) requires realisation of the HIMB.

μ→eγ 
Branching Ratio 
Upper limits

MEG
“SUSY GUT”

4.2×10-13 
the smallest measured 
branching ratio  
for an elementary particle

μ → eγ
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HOW TO FIND  μ → eγ

 SEARCH REQUIRES LOTS OF MUONSμ+ → e+γ

(1) If you want to find 
something at <10-13, 
you need to observe 

at least >1013 muons.

9
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HOW TO FIND  μ → eγ

DOMINANT BACKGROUND IS ACCIDENTAL

accidental radiative decay

Accidental Background is dominant if you have good detectors

μ → eγ μ → eγ

~10 times smaller

Shown are effective branching ratios for  (Eγ, Ee) > (Eγ,min, Ee,min)

kinematic cuts: 
ns, | teγ | < 0.25

cos θeγ < − 0.9996
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HOW TO FIND  μ → eγ

SUPPRESSING ACCIDENTAL BACKGROUND 2.3. Experimental Search 19
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Figure 2.9: Positron energy spectrum of
unpolarized µ+ → e+νeν̄µ decay (Michel
spectrum). A radiative correction due to
the virtual photon emission and the inner
bremsstrahlung is applied in the spectrum
[36].
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Figure 2.10: Photon energy spectrum of
unpolarized µ+ → e+νν̄γ decay. This is
obtained by integrating over the positron
energy and the angle between a positron
and a photon.

the AIF contribution becomes more important. In addition, accidental pileups of those
gamma rays can be another source of background in high-energy region.

Given the angle resolution of δz, the size of signal box for back-to-back condition is
given by δωeγ = π(δz)2.

From the above, the effective branching ration of accidental background is approxi-
mately given by

Bacc ≈ Rµ · (2δx) ·
[

α

2π
(δy)2(ln(δy) + 7.33)

]
· (δz)2

4
· (2δteγ) (2.28)

Again, we here calculate an example of the effective branching ratio of the accidental
background using numbers in Eq.2.21. The instantaneous beam intensity was 2.6×108 in
the MEGA. It is higher than the average intensity listed in Table 2.3 because they used
a pulsed beam with duty cycle 6 %. The effective branching ratio is then given as

Bacc ∼ 1.2 × 10−12. (2.29)

This is rather serious problem. A new idea to suppress the background is necessary to go
into the sensitivity of 10−13 level.

2.3.5 Requirements of µ+ → e+γ Search

By the naive calculation of background above, the accidental background is found to be
the dominant background source, and it will limit the experiment.

First, from Eq.2.23 we see the background rate is proportional to the instantaneous
muon beam intensity. Whereas we estimated that we need > 107/sec muon intensity to

signalsignal

e+ background γ background

Michel decays Radiative Muon decays

(2) must manage high rate e+ (3) good γ resolution is 
most important !
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HOW TO FIND  μ → eγ

THREE STRATEGIES FOR MEG / MEG II

1. High intensity (~108/sec) DC muon beam 

▸ Paul Scherrer Institute’s 1.4MW Ring Cyclotron 

2. e+ spectrometer that can manage high rate 

▸ Gradient Magnetic Field Spectrometer (COBRA) 

3. High resolution gamma-ray detector 

▸ Liquid Xenon Scintillation Detector

12



(1) PSI 1.4MW PROTON RING CYCLOTRON

THE UNIQUE FACILITY FOR  SEARCHμ → eγ

HOW TO FIND  μ → eγ

Provides world’s most powerful DC muon beam  > 108/sec

13



HOW TO FIND  μ → eγ

COBRA compensation coils

‣ Thin-wall SC solenoid with a 
gradient magnetic field:  
1.27T center - 0.49T both ends

14

B (T)

z (meter)
Gradient B field helps to manage high rate e+

(2) COBRA POSITRON SPECTROMETER



solenoid

DC

μ+ beam emitted e+ uniform 
B-field

gradient 
B-field

Low energy positrons 
quickly swept out

Constant bending radius  
independent of emission angles

R

28 CHAPTER 3. Experimental Apparatus

Figure 3.7: Conceptual illustrations of the COBRA spectrometer compared with one
with a uniform magnetic field. (a) and (c) show trajectories of positrons emitted at 88◦.
The uniform field makes many turns inside the detector, whereas the gradient field sweep
the positron out of the detector much more quickly. (b) and (d) show trajectories of
mono-energetic positrons emitted at various angles. In the uniform field, the bending
radius depends on the emission angle, whereas it is independent in the gradient field.
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Figure 3.8: Rate of Michel positrons per cm2 per second as a function of radius assuming
muon decay rate of 3 × 107/sec.
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“COBRA Concept” to 
manage high rate positrons

COBRA = “COnstant Bending RAdius"

MEG I Detector
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‣ Scintillation light from 900 liter LXe is detected 
by SiPM & PMTs mounted on all surfaces 


‣ Fast response & high light yield provide good 
resolutions of energy, time, & position


‣ Gas/liquid circulation system to purify xenon 

‣ Ultimate uniformity & purity unachievable by 

crystal calorimeter 

(3) 2.7TON LIQUID XENON PHOTON DETECTOR (LXE)

16



MEG II DETECTOR

Liquid xenon photon detector 
(εγ~62%, σE/E~2%)

Pixelated timing counter
(σt ≃ 40 ps)

Cylindrical drift chamber 
(~1.6×10-3 X0, σp~100 keV)

Thin-wall SC solenoid
(gradient B-filed: 1.3→0.5 T)

Radiative decay counter 
(identify high-energy BG γ events)

Muon stopping target
(170 μm-thick scintillating film)

μ+

γ

e+

MEG II - UPGRADE OF MEG

EPJ-C 78 (2018) 380

Continuous μ+ beam 
(5×107 s-1)

higher intensity
higher resolution
higher efficiency

Search for μ+ → e+γ 
down to
6×10-14  

(90% C.L. sensitivity)

17
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e+ hits the Timing Counter 
after making 1.5 - 2.5 turns 
in the Drift Chamber
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MEG II DETECTOR

MUON STOPPING TARGET

▸ 174µm thick (cf. MEG 205µm), 66mm height, 15˚ slanted, carbon fibre frame 

▸ Displacement/deformation of target should be < 0.5mm  

▸ Dominant systematic error (5% in BR) of MEG  

▸ Six holes - systematic checks by e+ tracking 

▸ NEW: photogrammetric survey by two cameras 

▸ good within 100µm normal to the target plane

19
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MEG II DETECTOR

CYLINDRICAL DRIFT CHAMBER (CDCH)

20
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MEG II DETECTOR

CYLINDRICAL DRIFT CHAMBER (CDCH)

▸ Low material:  /e+-turn  (cf.  for MEG) 

▸ He-Isobutane (90:10) with oxygen 0.5% + isopropyl alcohol 1.5%  

▸ Radius of 17 - 29cm, 1.93m long 

▸ 9 layers of drift cells of 6 - 9mmø with stereo angles of 6.0 - 8.5˚ 

▸ 1,728 Au-plated W anode wires (20µm), of which 1,200 within acceptance are readout 

▸ Ag-plated Al cathode/guard wires (40µm)  

▸ innermost cells at > 1MHz for /sec, max occupancy ~25% 

▸ ~110µm position resolution

1.58 × 10−3X0 2.0 × 10−3X0

5 × 107μ

to avoid corona discharge & current spikes

Earlier corrosions problems solved by maintaining dry atmosphere

21



MEG II DETECTOR

CDCH - HIT DETECTION

▸ Convolutional Neural Network to help identify 

▸ Remove coherent noise 

▸ Obtain first cluster arrival time 

▸ Tracking efficiency improved by 26%
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New algorithms
• Standard CDCH hit reconstruction


• with the time of the first electrons reaching wires

• large bias when the track passes close to the wire by 

statistical fluctuations of the primary ionization


• Innovative machine-learning approach

• extracting an unbiased CDCH hit position

• CDCH waveforms input into a neural network

• output of distance of closest approach (DOCA) of the track

• All ionization clusters are used


• Strong reduction of the hit reconstruction 
biases and significant improvement of the 
single-hit resolution observed

• σDOCA = 150 – 160 μm (improved by 5%)

17

(distance of closest approach)
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MEG II DETECTOR

ALIGNMENTS
▸ CDCH wire alignment by Michel positrons  

▸ 22 - 25µm survey errors                < 5µm  

▸ CDCH - Magnetic Field Map  

▸ Non-uniform field could affect  measurement 

▸ CDCH - Target 

▸ Target hole reconstruction - 100µm uncertainty 

▸ CDCH - LXe photon detector mm 

▸ Cosmic-rays penetrating both CDCH & LXe

Ee+
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MEG II DETECTOR

CDCH - PERFORMANCE

▸ Double-turn method for evaluation 

▸ Michel edge evaluation 

▸ Improved by CNN DOCA reconstruction 

▸  keV  (cf. MEG 320 keV) 

▸ Efficiency CDCH-pTC = 67% @ /sec 

▸ Less material & better tracking than MEG (30%) 

σE+
e

≈ 90

3 × 107μ

edge of Michel spectrum

at drift times around Ì 100 ns, but a smaller e�ect at the edges of the cell. This implies that the dense neural network225

"learned" a di�erent TXY function dependence on cell size than that simulated by Garfield++.226

Finally, we observe that the TXY function dependence on track angle is significantly di�erent at large drift times227

(> 150 ns). This is likely the result of smoothing between the anode cathode geometry over many cells. An interesting228

point is that both the Garfield++ TXY and the DNN TXY show a significant di�erence between positive and negative229

track angles once reaching a drift time of Ì 120 ns.230

We conclude that the observed improvement in the root mean squared residuals and a suppressed DOCA bias at all231

track DOCA (Figure 8) indicates that the dense network produces the more accurate TXY function.232

3.3. Evaluating the E�ect on Positron Kinematic Measurements233

In this section we verify that the improved DOCA resolution improves the resulting e+ measurements.234

We use the following procedure to estimate the relative e+ track measurement quality using the three DOCA estimators.235

In the MEG II experiment, Ì 15% of e+ tracks pass through the drift chamber 5 times (9x5 layers intersected). An236

example double turn event is shown in Figure 10. For these tracks, we independently fit and measure the first turn237

(2x9 layers intersected) and the second turn (3x9 layers intersected). We then use a Kalman filter to propagate both238

state vectors (one forward and one backward) to the extended target plane between the two turns. Improved agreement239

between the kinematics implies improved resolution. This double turn analysis method was originally developed and240

implemented in the MEG I experiment[14]. We fit each histogram to the convolution of two double Gaussians. We fix241

the two double Gaussians to be identical.242

These distributions are not the MEG II signal positron resolutions, but the resolution of the first and second turns243

of Michel positron tracks added in quadrature. The first turn only intersects the chamber two times and thus has a244

degraded resolution with respect to the standard Michel track (three intersections). Extracting out the eventual MEG245

Figure 10: An example of a double turn positron track. The green dots show intersected wires with signal in the drift
chamber; the yellow tiles show the pixelated timing counter tiles with signal.

D. Palo, W. Molzon et al.: Preprint submitted to Elsevier Page 14 of 22

CDCH hits Timing Counter

CDCH hits

reconstructed 
e+ tracktarget
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MEG II DETECTOR

PIXELATED TIMING COUNTER (PTC)

▸ 256 tile scintillators on each side 

▸ each tile ~100ps resolution 

▸ e+ hits 9 tiles on average → ~37ps
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whit

vhit

L = 120 mm

H = 
50 mm

optical fibre0 2 4 6 8 10 12 14 16
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 / ndf 2χ  4.718 / 6
 1σ  0.7788± 111.5 

a tile scintillator 
120x50/40x5mm3timing 

resolution 
(psec)

# hit tiles

array of six SiPMs 
(AdvanSiD 3x3mm2) 
connected in series 
on each sideoptical fibre for 

laser calibration

cf. ~65ps MEG

 (ps)σt =
112
Nhit
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MEG II DETECTOR

PIXELATED TIMING COUNTER (PTC)
▸ Clusters of hit tiles are reconstructed 

▸ Then matched with CDCH tracks 

▸ Calibration among the tiles ~15ps 

▸ Track-based calibration 

▸ Laser calibration via optical fibres 

▸ Temperature maintained within ±1˚C 

▸ To slow down radiation damage 

▸ < 75kHz / tile at 5 x 107 muons/sec

z [cm]

80-
70-

φ

60-
50-
40-
30-
20-
10-
0

−90°

−60°

−30°

0°

−100 −50 0

(a)

(b)

3D reconstruction 
of first cluster

first cluster

second cluster

third cluster

matched with 
a CDCH track

a hit to be rejected

Support structure water-cooled at 11-15˚C

<13% degradation by end of experiment
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MEG II DETECTOR

LIQUID XENON PHOTON DETECTOR (LXE)
▸ All photosensors operational @165K & sensitive to VUV light 

▸ 4,092 MPPCs (15x15mm2) on front face  

▸ 668 2” PMTs on other faces
Better uniformity enables more precise reconstruction of position & energy

Multiple photons 
are separated by 
position & timing 
and simultaneously 
measured

LXe detector being installed

cf. MEG uses 2” PMTs
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MEG II DETECTOR

LXE DETECTOR - PILEUP ANALYSIS

▸ Pileup photons are separated by fitting:  

▸ light distribution in the MPPCs, and  

▸ summed waveforms of MPPCs & PMTs 

▸ Works up to 1x108 µ/sec 

▸ Efficiency = 92±2%
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MEG II DETECTOR

LXE DETECTOR - RADIATION DAMAGE ON MPPC PDE
▸ The photon detection efficiency (PDE) of MPPCs for VUV light decreased significantly during the run due to surface 

damage by radiation. (The real cause of the damage is still unknown and under investigation.)  

▸ PDE > 2% should not significantly degrade the detector performance.  

▸ Annealing (Joule heating of MPPCs up to 75˚C) restored the reduced PDE. 

▸ ~28h annealing for each MPPC during the winter shutdown is sufficient to recover PDE for the next year’s run. 
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K. Ieki et al., Nucl. Instrum. Methods A 1053, 168365 (2023)
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MEG II DETECTOR

LXE DETECTOR - MONITORING  DURING THE RUNEγ
▸ Various methods to monitor  stability during the run:  

(a) 17.6MeV -ray from  using Cockcroft-Walton accelerator 

(b) Cosmic rays selected to have penetrated the detector 

(c) Background photon spectrum (radiative decays, annihilations in flight) 

(d) alpha-rays from 241Am sources embedded in the detector 

(e) 9MeV -rays from  by using neutron generator 

‣ Estimated uncertainty of temporal evolution = 0.3%
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MEG II DETECTOR

LXE DETECTOR - ABSOLUTE  SCALEEγ
▸ Charge-exchange reaction  provides a 

55MeV monochromatic -ray by tagging the other -ray 
on the opposite side 

▸ A dedicated calibration run using  beam on liquid 
hydrogen target for each year 

▸ Energy resolution depends on depth (w) of photon 
conversion point 

π−p → π0n → γγn
γ γ
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Figure 2.39 Xenon control system in MEG II.
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Fig. 77 Sources of the background photons (Eγ > 48 MeV) in acci-
dental background events for MEG and MEG II

Fig. 78 Schematic view of the detection of RMD with the RDC

the RMD photon background does not change. Therefore, it
is important to identify these events. According to simula-
tions, the RDC can detect ∼ 42% of the RMD photon back-
ground events (Eγ > 48 MeV), (the product of the fraction of
positrons going downstream (∼ 48%) and the RDC positron
detection efficiency (∼ 88%, see Table 8)) thus improving
the sensitivity of the µ+ → e+γ search by 15%.

The RDC will be installed downstream the µ+ stopping
target as shown in Fig. 78. A fraction of the RMD events
can be identified by tagging a low-energy positron in time
coincidence with the detection of a high energy photon in the
LXe detector. This low-energy positron of 1–5 MeV (with
Eγ > 48 MeV) follows an almost helical trajectory with
small radius around the B-field lines. Therefore, it can be
seen by a small detector with a radius of only ∼ 10 cm, placed
on the beam axis. There is an option to install a detector also
upstream, as described in Sect. 7.6.

7.2 Detector design

The red histogram in Fig. 79 shows the expected distribu-
tion of the time difference between RDC and the LXe pho-
ton detector for accidental background events (with photons
from RMD or AIF), while the blue histogram is the dis-
tribution due to µ+ → e+γ signal events. The peak in the
red histogram corresponds to the RMD events, while the flat
region in both histograms corresponds to background Michel
positrons. As the detector is placed on the beam-axis, there
are many background Michel positrons (∼107e+/s). They
can be distinguished from RMD positrons by measuring their

Fig. 79 Simulated time differences between the RDC and LXe photon
detectors for accidental background events (red) and µ+ → e+γ signal
events (blue)

Fig. 80 Expected energy distribution at the RDC for RMD events with
Eγ > 48 MeV (red) and for the Michel events (blue)

energy since they typically have higher energies as shown in
Fig. 80. Hence, the RDC consists of fast plastic scintilla-
tor bars (PS) for timing and a LYSO crystal calorimeter for
energy measurements.

Figure 81 shows a schematic view of the RDC detector:
12 plastic scintillator bars in the front detect the timing of
the positrons, and 76 LYSO crystals behind are the calorime-
ter for energy measurement. In order to distinguish RMD
positrons from Michel ones, both the PS and the LYSO
calorimeter are finely segmented. Because the background
rate is larger close to the beam axis, the width of the PS in
the central region is 1 cm while it is 2 cm at the outer part.
The size of each LYSO crystal is 2 × 2 × 2 cm3.

The PS shown in Fig. 82 consists of plastic scintillators
read out by SiPMs. The design of the PS is very similar
to that of the pTC (Sect. 5). In order to have good timing
resolution, scintillators must have a high light yield and short
rise time. BC-418 from Saint-Gobain [119] was selected as it
satisfies these requirements. The scintillation light is read out
by SiPMs at both ends of each scintillator. SiPMs are compact

123

Figure 2.40 Schematic view of the RMD detection with the downstream RDC [2].

Eγ > 48MeV.

Fig. 2.40 describes a concept of the RMD detection with the RDC. Since the RMD events

with high energy γ-rays emit low energy positrons simultaneously, those events can be identified

by detecting the positrons. The low energy positrons follow an almost helical trajectories with

small radii along the beamline due to the COBRA magnetic field, and thus the RDC is placed

on the beam axis. The RDC can be installed both upstream and downstream of the target,

where 52% and 48% of the positrons are emitted, respectively.

The RMD events can be identified by taking the time coincidence between the RDC and the

LXe detector. The red histogram in Fig. 2.41 shows the simulated distribution of the time

differences between the detectors for accidental background events while the blue one is for

µ+ → e+γ signal events. The peak in the red histogram corresponds to the RMD events. There

are also flat regions in both histograms, which derive from background Michel positrons. They

can be distinguished, however, by measuring their energies since the Michel positrons have

relatively high energies as shown in Fig. 2.42.

MEG II DETECTOR

RADIATIVE DECAY COUNTER (RDC)
▸ Tag a high energy -ray as coming from a radiative decay by detecting a 

low energy e+ in the forward direction. 

▸ Provide discriminating variables in Likelihood Analysis. 

▸ Successfully tagged radiative -rays with %. 

▸ Search sensitivity improved by 7%. 

γ

γ ε ∼ 14

DS-RDC

moving arm

Feedthrough
End switch
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MEG II DETECTOR

TRIGGER & DATA ACQUISITION

▸ WaveDAQ system 

▸ Trigger and DAQ are integrated in a single, compact system to accommodate 4 times more 
channels of waveform readouts (8,591) than MEG. 

▸ All detector signals are waveforms, making the event size as big as ~16MB.   

▸ 35 crates, each holding up to 16 WaveDREAM modules. 

▸ WaveDREAM: 16-ch DAQ platform with 2 DRS4 chips up to 5.0GSPS sampling speed. 

▸ Installed & commissioned in March 2021 

▸ Efficiency >99% for trigger rate up to 35Hz, corresponding to traffic rate of ~8Gbit/s.

33
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MEG II DETECTOR

TRIGGER & DATA ACQUISITION
▸ Trigger for  

1) -ray energy 

‣ LXe weighted sum,  

2) Time coincidence 

‣ LXe & pTC,  

‣ inefficiency for deeper conversion events 

3) Direction match 

‣ LXe & pTC positions,  

‣ inefficiency due to a small offset of beam position 

‣ Trigger Efficiency for the 2021 Run:  @ /s 

‣ Largely improved since the 2022 Run

μ → eγ

γ

εEγ
= 96 %

εT = 94 %

εDM = 88.5 %

εTRG = 80 ± 1 % 3 × 107μ+

 (MeV)Eγ

34



MEG II DETECTOR

PERFORMANCE SUMMARY40

or two independent projections thereof, ✓e+� and �e+�, as
defined in [2]; the relative time te+� (which is expected to
have a peak value at zero); two quantities that exploit the
RDC: the RDC energy deposit Ee+,RDC and the relative time
te+,RDC � t�,LXe (whose distributions are di↵erent for events
caused by RMDs and accidental RDC–LXe coincidences
that can also occur for signal events). The interval (or up-
per limit if the lower limit includes zero) for B(µ+ ! e+�)
with a confidence level (C.L.) of 90 % is extracted using a
frequentist approach that also takes systematic uncertainties
into account as described in [2].

The probability density functions (PDFs) for the acci-
dental background used to construct the likelihood func-
tion are extracted from the side-bands of an analysis re-
gion defined by E� 2 [48 MeV, 58 MeV] and te+� 2
[�500 ps, 500 ps]. The PDFs for the signal and RMD are ob-
tained by convolving the expected distributions with resolu-
tion functions extracted from the data, with minor MC-based
corrections.

Two di↵erent analysis strategies are adopted. In one, res-
olution functions of some of the variables that change from
event to event are assigned on the event by event basis (e.g.
based on the uncertainties in the positron kinematic vari-
ables that can be estimated from the track fit, or the recon-
structed position of the �-ray conversion point in the LXe
detector). In the other, the events are divided into several cat-
egories, depending on the quality of the reconstruction, and
di↵erent PDF sets are extracted for each category. The first
approach allows maximising statistical sensitivity, while the
second approach is less prone to systematic uncertainties.

The sensitivity of the experiment reflects the resolution
functions and the e�ciencies. Table 6 summarises the main
results discussed in the previous sections, compared to the
predictions from [3, 57]. Average values are given here, al-
though event-by-event PDFs are used in the likelihood ana-
lysis. If the resolution function is described by a sum of
Gaussian PDFs, the width of the principal component (core
resolution) is given. For positron observables, the typical
core fraction is 90%. For E�, the main deviation from Gaus-
sianity is the long tail at low energy. The positron resolutions
are evaluated at Rµ = 4⇥107 s�1, while a 5–7 % deterioration
is observed from Rµ = 3 ⇥ 107 s�1 to 5 ⇥ 107 s�1.

The signal PDFs take into account the correlations of �e+

with Ee+ and ✓e+ , which translate into correlations of �e+�
with Ee+ and ✓e+�. Since the true values of Ee+ and ✓e+� for
the signal events are known, it is possible to correct �e+�
event-by-event (or, in other words, to account for the correl-
ation event by event in the PDFs as in [2]). For this reason,
the e↵ective statistical error on �e+ that determines the �e+�
resolution is lower than the global �e+ resolution. In the table
we quote this e↵ective statistical error and since it also de-
pends on �e+ itself, we quote the value at �e+ = 0 to allow

Table 6 Resolutions (Gaussian �) and e�ciencies measured at Rµ =
4 ⇥ 107 s�1, compared with the predictions from [3, 57].

Resolutions Foreseen Achieved

Ee+ (keV) 100 89
�e+

a), ✓e+ (mrad) 3.7/6.7 4.1/7.2
ye+ , ze+ (mm) 0.7/1.6 0.74/2.0
E�(%) (w<2 cm)/(w>2 cm) 1.7/1.7 2.0/1.8
u�, v�,w� (mm) 2.4/2.4/5.0 2.5/2.5/5.0
te+� (ps) 70 78
E�ciency (%)
"� 69 62
"e+ 65 67
"TRG ⇡99 80

a)At �e+ = 0 with correlation taken into account. See text for the details.

consistent comparison with the numbers quoted in previous
papers, where the same convention was used.

The te+� resolution was evaluated from the peak in the
te+� distribution due to the coincident RMD events, with tak-
ing into account the E�- and Ee+ -dependence of the time res-
olutions. The result is consistent with the combination of the
resolutions measured for �-ray and e+ individually.

Simulated pseudo-experiments are used to evaluate the
sensitivity of the experiment S90, defined as the median
value of the distribution of the 90 % C.L. upper limits result-
ing from the likelihood analysis for a null signal hypothesis.
Simulated pseudo-experiments are also used to evaluate the
3� discovery at 90 % power. Figure 55 shows the projec-
ted sensitivity and the projected discovery limit versus the
DAQ lifetime assuming that the resolutions in Table 6 re-
main stable in the coming years and that the analysis re-
mains the same as today. Systematic uncertainties, which
are expected to give a minor contribution, are not included.

The prediction reflects the current status and knowledge
of the detector, and the quality of the current data ana-
lysis. The evolution of the detector behaviour, the continu-
ous improvement of the reconstruction algorithms and the
increasingly better understanding of the systematic uncer-
tainties will determine the final sensitivity of the experiment.
Nevertheless, we are confident that the design sensitivity of
S90 = 6 ⇥ 10�14 will be achieved by the end of 2026.

11 Conclusions

We have presented a detailed overview of the operation of
all components of the MEG II detector during the engineer-
ing runs in the years 2016–2020 and in the physics run in
the years 2021–2022. We found several problems, to name
a few: CDCH breakages, faster than expected decrease of
MPPC PDEs for LXe and mild degradation of time resolu-
tion of pTC, both due to radiation damage. After having ac-
cumulated some delay in the schedule, those problems were

MEG

320
9.4

2.4 / 1.7

5 / 5 / 6

122

63
30
99

35



2 2.5 3 3.5 4 4.5 5
/s]+µ 7 [10µR

0.6
0.62
0.64
0.66
0.68

0.7
0.72
0.74
0.76
0.78

0.8

,C
D

C
H

+ eε

design efficiency

—5%
—15%

εe+

▸ Several beam rates /s were tried to optimize sensitivity. 

▸ Higher  for more statistics in a fixed Run time 

▸ Higher  increases pileup & degrades  

▸ Background increases as   

▸ Rate capability of detectors & DAQ 

▸ Running fractions (13%, 41%, 20%, 26%)  

‣ for (2, 3, 4, 5)  with trigger rates 4-20Hz

Rμ = (2 − 5) × 107

Rμ

Rμ εe+CDCH

(Rμ)2

× 107/s

THE 2021 RUN

OPTIMIZING BEAM RATE Rμ

MPPC PDE degradation turned out to be OK
Future improvement by better 
reconstruction algorithms expected
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▸ Blinded:    

▸ Unbinned maximum likelihood

48 < Eγ < 58MeV, | teγ | < 1ns

ANALYSIS

BLIND & LIKELIHOOD ANALYSIS

Data samples
• 7 weeks of DAQ in 2021

• Blinded box
• Time coincidence within 1 ns
• 48MeV < .( < 58 MeV

• Backgrounds in data
• Accidental coincidence (Major)

• Study in the timing sideband region
• Radiative decay (Very few events)

• Study in the energy sideband region
(Peak in the right plot)

6

Energy sideband

Timing sideband

5

All the necessary studies on the background, including285

the construction of the PDFs, are done in side-bands outside286

the analysis region. The regions defined by 1 ns < |te+�| <287

3 ns are called “time side-bands”, and are used to study the288

ACC background. The region defined by 45 MeV < E� <289

48 MeV is called “E� side-band”. It includes RMD events290

peaking at te+� = 0, and is used to extract the te+� PDF for291

both RMD and signal events.292

5.2 Confidence interval293

The construction of the confidence interval for the number294

of signal events is based on the Feldman–Cousins prescrip-295

tion [17], with the profile likelihood ratio ordering [18]. The296

profile likelihood ratio �p is defined as297

�p(Nsig) =

8>>>>>><
>>>>>>:

L(Nsig,
ˆ̂✓(Nsig))

L(0,
ˆ̂✓(0))

if N̂sig < 0

L(Nsig,
ˆ̂✓(Nsig))

L(N̂sig,✓̂)
if N̂sig � 0 ,

where ✓ is a vector of nuisance parameters; N̂sig and ✓̂ are the298

values of Nsig and ✓ that maximise the likelihood; ˆ̂✓(Nsig) is299

the value of ✓ which maximises the likelihood for the speci-300

fied Nsig.301

The systematic uncertainties on the PDFs and the nor-302

malisation factor described in the next section are incorpo-303

rated with two methods: either profiling them as nuisance304

parameters in the likelihood function or randomly fluctuat-305

ing the PDFs according to the uncertainties. The profiling306

method is generally known to be more robust than the ran-307

dom fluctuation method, but it requires CPU-intensive cal-308

culations. It is, therefore, employed only for the uncertainty309

with the largest contribution, which is the detector misalign-310

ment, while the others are included by the random fluctua-311

tion method.312

5.3 Likelihood function313

The likelihood function is obtained by combining the PDFs314

for the observables discriminating between signal and back-315

ground. Besides Ee+ , E�, te+�, ✓e+� and �e+�, for events with316

RDC signals we also exploit RDC observables (te+,RDC �317

t�,LXe and Ee+,RDC). Moreover, the te+� resolution has a rel-318

evant dependence on the number of hits in the pTC clus-319

ter, npTC. In order to take this into account, and considering320

that npTC has significantly di↵erent distributions in signal321

and background, this quantity is also included in the list of322

observables.323

The extended likelihood function is hence defined as

L(Nsig,NRMD,NACC, xT) =

e
�(Nsig+NRMD+NACC)

Nobs!
C(NRMD,NACC, xT)⇥

NobsY

i=1

�
NsigS (~xi) + NRMDR(~xi) + NACCA(~xi)

�
,

where ~xi = (Ee+ , E�, te+�, ✓e+�, �e+�, tRDC � tLXe, ERDC, npTC)324

is the set of the observables for the i-th event; S , R and A325

are the PDFs for the signal, RMD and ACC background,326

respectively; Nsig, NRMD and NACC are the expected numbers327

of signal, RMD and ACC background events in the analysis328

region; xT is a parameter representing the misalignment of329

the muon stopping target; Nobs is the total number of events330

observed in the analysis region.331

In the extraction of the confidence interval for Nsig,332

the nuisance parameters are ✓ = (NRMD,NACC, xT), with333

a constraint C applied to their value: the expected num-334

bers of RMD and ACC background events are Gaussian-335

constrained by the numbers evaluated in the side-bands336

and their uncertainties; the target misalignment parameter337

is Gaussian-constrained with its uncertainty.338

Two independent likelihood analyses are performed for339

cross-checking with two di↵erent types of PDFs: “per-event340

PDFs” and “constant PDFs”.341

5.3.1 Per-event PDF342

The reconstruction performance depends on the detector343

conditions, on the position of the interaction in the detec-344

tor, and other factors changing event by event, such as the345

occurrence of some specific interaction of the particles with346

the detector material. For the “per-event PDF” approach, the347

PDF parameters vary on an event-by-event basis to take into348

account these variations. This allows the exploitation of the349

detailed detector information to maximise the sensitivity.350

The PDFs are conditioned by observables that can reflect351

these variations.352

For the �-ray PDFs, the resolutions and the background353

spectrum are dependent on the �-ray conversion position in354

the LXe detector. For the positron angle, vertex position, and355

momentum, an event-by-event estimate of the track fit un-356

certainty can be extracted from the covariance matrix of the357

Kalman filter and used to build per-event PDFs. Correlations358

among the positron variables are also taken into account, al-359

though in this case, instead of extracting the parameters from360

the Kalman covariance matrix, an empirical analytic model361

of the average correlations is adopted, taking into account362

only their �e+ dependence.363

For energies, angles and time, the signal PDFs are mod-364

elled as Gaussian functions reflecting the measured resolu-365

tions, with the possible addition of symmetric or asymmet-366

ric tails, according to the results of calibrations. The ACC367

⃗xi = (Ee, Eγ, teγ, θeγ, ϕeγ, ΔtRDC, ERDC, npTC)
 represents the target misalignment uncertaintyxT

nuisance parameters

constrained by sideband

constrained

per-event PDFs

→ NACC

→ NRMD

| te+γ | < 0.5ns
48 < Eγ < 58MeV 52.2 < Ee+ < 53.5MeV

|ϕe+γ | < 40mrad|θe+γ | < 40mrad

Analysis Region
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ANALYSIS

TIMING SIDEBAND

▸ Sensitivity , defined as median of distributions of 90% C.L. upper limits for an ensemble 
of pseudo-experiments with null-signal, is .

𝒮90
8.8 × 10−13

Event distribution in sideband: Example1
• Event distribution

• Signal likelihood ranked by PDF ratio: =(>)//(>)

17

cosΘ.3 < −0.995 & :.3 − 1.5 < 0.2 ns

52.5 < 9. < 53.2 MeV
49 < 93 < 55 MeV

(Some of them dropped by cuts)

cf. MEG 5.3 × 10−13

4D distribution

cos Θe+γ < − 0.9995, | te+γ − 1.5 | < 0.2ns

39



ANALYSIS

TIMING SIDEBAND

▸ Sensitivity , defined as median of distributions of 90% C.L. upper limits for an ensemble 
of pseudo-experiments with null-signal, is .

𝒮90
8.8 × 10−13

Event distribution in sideband: Example1
• Event distribution

• Signal likelihood ranked by PDF ratio: =(>)//(>)

17

cosΘ.3 < −0.995 & :.3 − 1.5 < 0.2 ns

52.5 < 9. < 53.2 MeV
49 < 93 < 55 MeV

(Some of them dropped by cuts)

cf. MEG 5.3 × 10−13

4D distribution

W.Ootani,“Physics Analysis, Status and Perspectives”, MEG Review Meeting, Feb. 8th, 2016 PSI
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• Likelihood analyses in fictitious analysis 
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A RooPlot of "Time difference between positron and gamma"

Num Entries = 7857

NBG = 7760.87 0.00 +0.00

NRD = 14.14 0.00 +0.00

NSig = 3.46 0.00 +0.00

A RooPlot of "Time difference between positron and gamma"
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A RooPlot of "Positron energy"

Num Entries = 7857

NBG = 7760.87 0.00 +0.00

NRD = 14.14 0.00 +0.00

NSig = 3.46 0.00 +0.00

A RooPlot of "Positron energy"
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A RooPlot of "Gamma energy"

Num Entries = 7857

NBG = 7760.87 0.00 +0.00

NRD = 14.14 0.00 +0.00

NSig = 3.46 0.00 +0.00

A RooPlot of "Gamma energy"
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A RooPlot of "Relative theta angle of flipped positron direction wrt gamma direction"

Num Entries = 7857

NBG = 7760.87 0.00 +0.00

NRD = 14.14 0.00 +0.00
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A RooPlot of "Relative theta angle of flipped positron direction wrt gamma direction"
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A RooPlot of "Relative phi angle of flipped positron direction wrt gamma direction"

Num Entries = 7857

NBG = 7760.87 0.00 +0.00

NRD = 14.14 0.00 +0.00

NSig = 3.46 0.00 +0.00

A RooPlot of "Relative phi angle of flipped positron direction wrt gamma direction"

|Teγ|<0.244ns,  
cosΘeγ<-0.9996

Off-time sideband 
 (combined data)

φeγ

Ee

Teγ

θeγ

Eγ

Signal PDF contours 
(1, 1.64, 2σ)

Total

BG (best fit)
Signal (best fit)

B<8.1×10-13 (90%C.L.)

52.4<Ee<55MeV,  
51<Eγ<55.5MeV

MEG sideband

cos Θe+γ < − 0.9995, | te+γ − 1.5 | < 0.2ns
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UNBLINDED 2021 DATA
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ANALYSIS

UNBLINDED 2021 DATA
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4D distribution

cos Θe+γ < − 0.9995, | te+γ | < 0.2ns

49 < Eγ < 55MeV

52.5 < Ee+ < 53.2MeV

66 events in Analysis Region
(Sideband estimate )68.0 ± 3.5
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ANALYSIS DATA & BEST-FITTED PDF DISTRIBUTIONS

0.4− 0.2− 0 0.2 0.4
 [ns]γ+et

0

2

4

6

8

10

 E
ve

nt
s /

 (5
0 

ps
)

(a)

52.5 53 53.5
 [MeV]+eE

0

2

4

6

8

10

12

 E
ve

nt
s /

 (5
0 

ke
V

)

(b)

48 50 52 54 56 58
 [MeV]γE

2−10

1−10

1

10

 E
ve

nt
s /

 (0
.5

 M
eV

)

(c)

40− 20− 0 20 40
 [mrad]γ+eθ

0

2

4

6

8

10

 E
ve

nt
s /

 (5
 m

ra
d)

(d)

40− 20− 0 20 40
 [mrad]

γ+e
φ

0

2

4

6

8

10

12

 E
ve

nt
s /

 (5
 m

ra
d)

(e)

10− 5− 0 5
sigR

2−10

1−10

1

10

 E
ve

nt
s /

 (0
.5

)

(f)

Rsig = log10 ( S(xi)
fRMDR(xi) + fACCA(xi) )

(f) Relative signal likelihood

fRMD = 0.02, fACC = 0.98
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ANALYSIS

OBSERVED PROFILE LIKELIHOOD RATIO
▸ Confidence interval for   

▸ à la Feldman-Cousins 

▸ Best fit branching ratio  

▸ 90% C.L. upper limit of branching ratio:   

▸ MEG II + MEG combined:  

Nsig > 0

ℬfit

MEG II 2021

MEG 2009-2013

MEG II + MEG

ℬfit = − 1.1 × 10−16

ℬ90 = 7.5 × 10−13

MEG: ℬ90 = 4.2 × 10−13

combined sensitivity: 𝒮90 = 4.3 × 10−13ℬ90 = 3.1 × 10−13
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CONSISTENCY CHECK
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Also: Likelihood fit with no constraints on  and  lead to a consistent resultNRMD NACC
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FUTURE PROSPECTS

TIMELINE OF MUON CLFV EXPERIMENTS
2022 2023 2027 20282024 2025 2026 2029

MEG II

Mu3e-I

COMET-I

Mu2e

Eng

Run

Run

Run

Run Run

Eng

Eng

PSI HIPA shutdown

Mu3e-II 
 + superMEG?

PIP-II shutdown

HIMB
Intensity × 102

6 × 10−14

O(10−15)

< 10−14

5.9 × 10−16

< 10−16

8 × 10−17

As presented at ICHEP2022, July 2022, by TM

90%CL

COMET-II Run

DeeMe
O(10−13)
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FUTURE PROSPECTS

PROSPECTS OF SENSITIVITY IMPROVEMENTS
2022 2023 2027 20282024 2025 2026 2029
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μ

→
eγ

MEG limit

MEG II

COMET-I
Mu3e-I

Mu2e
Mu2e

Mu3e-II

superMEG?

* Shown are the running periods; It may take some time to get the shown limits.

ALL THE EXPERIMENTS HAVE 
“FIRST DISCOVERY” POTENTIAL!!

COMET-II

DeeMe
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