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We present FlashIndexer, a new indexing method that operates in the kHz
regime and outperforms existing algorithms in terms of speed. We offer two imple-
mentations, one written in PyTorch and the other in C++ and CUDA, which pro-
vide top-notch performance on modern GPUs and enable real-time fast feedback
indexing. We propose the use of FlashIndexer for real-time data reduction
of data collected in serial crystallography experiments, which can reduce data
storage requirements by at least an order of magnitude without any loss in data
quality. To demonstrate its efficacy, we tested F1ashIndexer on two proteins,
lysozyme and KR2. The results show that it always tags a superset of frames
compared to state-of-the-art indexing algorithms like XGandal¥£, while main-
taining comparable quality in the final results. We believe that FlashIndexer
will have a significant impact on future serial crystallography experiments in syn-
chrotrons and free electron lasers, particularly for handling the increasing data
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1. Introduction .
Recent advances in X-ray detectors have transformed the field

of Macromolecular crystallography (MX), allowing the collec-
tion of vast amounts of high-quality data at high frame rates.
However, the sheer quantity of data generated by these detectors
poses a significant challenge. The JUNGFRAU 4-megapixel
(4M) detector, for instance, streams data at a whopping rate of
17 GB/s when running at a full 2 kHz frame rate. To address this

set, it’s crucial to carefully consider the indexing step. This
involves selecting an appropriate indexing algorithm and mak-
ing corrections for potential measurement errors such as detec-
tor geometry or crystal mosaicity. The quality of the results
heavily depends on this step.

One ge of the data ing in SRX experi is
that each frame can be processed independently. This feature
allows for a strai parallel i ion of the data

challenge, new data-acquisition systems such as
have been developed, utilizing a combination of FPGA design
and software algorithms. This system currently can handle 30
GB/s of data from JUNGFRAU detectors at the maximum
frame rate of 2 kHz, with future developments aimed at accom-
modating 10 kHz detectors. Designing more efficient data col-
lection strategies is a critical step towards fully exploiting the
potential of modern light sources, enabling the understanding of
complex biological systems in an unprecedented manner. This

has signi ions for fields such as drug

discovery and biotechnology.

Additionally, serial X-ray crystallography (SRX) has
emerged in recent years as a powerful technique for study-
ing macromolecular structures at both X-ray free electron
lasers (FELs) and synchrotron sources, presenting its unique
data i In SRX i ‘many small
protein crystals are sequentially illuminated using intense
fourth-generation light sources. The protein crystals are briefly
exposed to the X-ray beam, generating diffraction patterns that
can be used to determine the protein structure with high resolu-
tion in both time and space. However, to build the final structure
factor from randomly oriented diffraction patterns, one must
solve the indexing problem for each crystal multiple times and
measure the same HKL reflection many times to accurately esti-
‘mate its correct intensity. To ensure that the data collected from
different crystals can be accurately merged into a single data

processing pipeline by distributing the workload across multi-
ple hardware devices. As a resul, it allows for perfect parallel
scaling in principle. Despite these advantages, data processing
in SRX experiments remains a challenging task. Modern X-ray
detectors produce a large amount of data that requires efficient
and fast data reduction algorithms to identify useful diffraction
patterns from noisy data. This challenge makes it crucial to have
a robust and reliable data processing system in place.

In this paper, we present a new algorithm, FlashIndexer
(FT), which addresses the challenge of real-time data reduc-
tion in serial cr i by ing mod-
ern GPUs, which allow it to operate in the kHz regime. We
release two different implementations: FI-TORCH, which is
written in torch and allows for easy prototyping and integration
with other python pipelines, and FI-CUDA, which is written
in C++/CUDA and provides top-notch performance on mod-
ern GPUs, making it the fastest candidate for real-time fast
feedback indexing. The most significant advantage of FI is its
speed, which enables real-time rejection of unindexable frames.
This rejection results in a significant reduction of data that needs
to be stored for offline processing, reducing it by at least an
order of magnitude. To demonstrate the potential of FI, we
applied it to two crystallographic datasets collected using an
in-house JUNGFRAU 4M detector: lysozyme and KR2. The
results show that FT always tags a superset of frames contain-

Page 2



PAUL SCHERRER INSTITUT

(15 SLS / SLS 2.0

Debye / SuperXAS

* Decision to use BEC framework for data processing

* Implementation of a new time-resolved detector (timePix3) for superXAS.
BEC

Involvement of lvan with the GUI-framework (daiquiri, flint, pydm) ongoing
D3

Involvement on the data processing side

Training

Development of a course for BEC training together with the “Bildungszentrum” of PSI.
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