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On the Photons side, we do manage three clusters:
• SLS: dedicated compute / storage for the SLS beamlines
• SwissFEL: dedicated compute / storage for the SwissFEL 

beamlines
• RA: shared photonics data analysis facility

SLS / SwissFEL overview
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SLS / SwissFEL overview
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• IBM Storage Scale as high-performance storage
• Infiniband (EDR) as main storage fabric
• 100G Ethernet as main DAQ fabric
• standard Intel / AMD processors

− limited amount of GPUs (~10)
• RHEL 7 (transitioning to 8)

SLS / SwissFEL overview
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• ~9000 cores, ~20 PiB, ~70 TB ram, ~30 managed switches 
(Infiniband, Ethernet) 

• managed by Puppet and ansible
− infrastructure as code backed up by Gitlab
− Puppet for basic / standard OS installation
− Ansible for special setups, pipelines and operations

• monitored by Icinga and InfluxDB / Grafana
− looking into ELK (Central IT)
− soon migration to Icinga2

• We even have a test Openshift k8s cluster
− used for gitlab runners and tests

Some numbers
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PSI has various Server rooms:
• Main West: 300 kW
• Main East: 80 kW
• Main SLS: 90 kW (decommissioning)
• SwissFEL: 60 + 30 kW

Current mid-term strategy is to consolidate, but there are limits in power that will be 
problematic

Due to SLS shutdown, we need to migrate all our compute to Main West server room - 2 
years project, gradual and transparent migration with minimal downtimes

• extended IB fabric over 600m link
• gradual compute migration
• background data copy

Current DC situation
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We do heavily rely on IBM Storage Scale since years

Key technologies:
• AFM for data migration between SwissFEL and RA
• storage  vs compute clusters for data access policies
• GNR for distributed RAID and disk hospitals
• NFS / CIFS High Availability exports using Protocol Nodes
• Policy scans for deletion and reporting
• Future: back to tiering with new SSD storage

For long term storage we rely on Tapes provided by CSCS

Storage details
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Data management functionality 
provided by SciCat

Copy to tape:
• Automatic for SwissFEL
• Managed by Beamlines in 

SLS

Retrieve from tape:
• to general PSI storage
• to RA cluster
• to CSCS object storage

SciCat and tape
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We use different flavours of automation
• Linux Group provides standard RHEL installation over puppet
• Ansible playbooks for operations, including

− server installation
− updates
− special services deployment

• Gitlab runners + playbooks for user-driven deployments

Various phases of deployment
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Central puppet modules maintained by Linux group and experts
• both own-developed and from external libraries
• standard development cycle in GitLab:

− feature branch -> preprod ->prod
− weekly merge meetings

Servers are collected into groups
• every expert group is responsible of their infrastructure
• separate hiera GIT repos
• linux inventory based on own-developed lightweight system (sysdb)

Puppet dashboard also available

Central Linux infrastructure fully reproducible from scratch

Linux installations
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Our server installation is mostly automated:
• physical server installation
• register default admin credentials and required variables
• run playbook that:

− configure BIOS based on profiles
− register system in linux inventory
− configure RAID, boot device, …
− boot up server

• based in industry-standard Redfish API

Next steps:
• automatic filling of our Data Center management system (opendcim)
• this is possible now as we recently installed a version with a RESTful API

Example: server installation
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Solution:
• IaaC with Ansible playbooks
• Gitlab as interface, deployment jobs through pipelines
• access control based on repositories

Advantages:
• fine grained control
• reproducible and versionable
• web interface to output

Gitlab pipelines - architecture
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Pipelines
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We do rely on NoMachine 
for remote graphical 
access

Access to protected 
network secured with 
further level of filtering, 
managed by beamline staff

MFA enabled on every 
external-accessible system

Remote access
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PSI has a strategic partnership with CSCS and its ALPS cluster 
• Use CSCS to cloud-burst SLS2 special cases
• see Alun's presentation

We do use commercial cloud providers for some external services
• Hetzner cloud for SciCat and SciLog
• we are exploring Azure for similar uses, as it could be supported by 

Central IT

Cloud strategy
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We extensively use VMs for services
• based on VmWare ESX cluster, managed by central IT

Containers are used mostly for services, some tests for user analysis (sarus / apptainer)
• we do lack a central container registry
• support is not still not well organized by Central IT

K8s is still a test technology at PSI
• we range from test vanilla k8s
• to test OKD clusters (mostly used for runners)
• to soon to production vanilla k8s for the ALPS project
• no central IT infrastructure nor support

Virtualization and containers
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