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The European XFEL — a Data Perspective
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The European XFEL — a Data Perspective
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X-Ray Detectors at EU.XFEL Instruments
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The European XFEL — a Data Perspective

1875 1900 1925 1950 1975 2000 2025
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Custom FPGA-based Data Producers at EU.XFEL

MicroTCA Crates X2Timer DAMC2 SI1S8300 ADQ412/ADQ14/ADQ7
Large 12 slot 9U and XFEL Timing System  Required for Clock & Control Fast 125MSPS ADC High-speed digitizers
small 6 slot 2U module for system for fast 2D detectors, ~ with 10 channels and from 1.8GSPS to
(including MCH, Power synchronization (clocks VETO System, Machine 16bit resolution for 10GSPS with 12 to 14
Supply and CPU) and triggers) and pulse Protection System and diagnostics and bit qesolution from

parameters from NAT photon beam loss monitors detectors from Struck ¥ |yne SP Devices
from DESY f




European XFEL Data Operation Center — Visit to PSI and ESRF, November 2023 S. Hauf on behalf od DATA

The European XFEL — a Data Perspective
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PLC Systems at EU.XFEL

o Distribution of softdevices
I Softdevices/Equipment: 9.482

Others

107 % Number of Terminals: 8.452 1000
Pump

controllers

% PLC Loops / CPUs: 120 812
10~

0 PLC Modules / crates: >500
10"
- 8 MicroTCA Systems: 35

= Digitizer channels: >280
10¢

10°
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The European XFEL — a Data Perspective

1875 1900 1925 1950 1975 2000 2025

# properties # devices

The Karabo Control System for the MID instrument topic

LA1 26914.0 257.0
Free-electron lasers [ . LA2 28103.0 250.0
g LA3 32013.0 298.0
% 10 SA1 192656.0 1588.0
Synohrotron 3rd generation I E SA2  274426.0  2260.0

light sources S 10
= SA3 233216.0 1886.0
2nd generation Vo * 10 FXE 121905.0 905.0
L 1t generation o| % i e G HED  268688.0  1892.0

/ § Intel 'Pentium 4
Modern X-ray tubes P intel Pentium 10 MID 258094.0  1789.0
Intel 8086
Intel 4004

SCS 205557.0 1444.0

x 100 000

1 First X-ray tube ‘
SPB 267424.0 1872.0

SQs 306817.0 1954.0

=== Relative peak brilliance (first X-ray tube = 1)
Number of transistors in processors

i Total 22158130  16395.0

I B % European XFEL
Number of control properties at EU.XFEL
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The European XFEL — a Data Perspective

Karabo Host topology of SASE1 Interlock definitions and references in SASE1 PLCs

I B % European XFEL

Links between synomptic panels of SASE1 in Karabo
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The European XFEL — a Data Perspective

1875 1900 1925 1950 1975 2000 2025

Data Produced in CW46 2021 — All Data Systems Working

Total Data Migrated for the Currently Active Proposal

10 6 PB

Free-electron lasers [

10 5PB
o
8
8
S 10 4PB
8
Synchrotron 3rd generation x
light sources 8 10 3PB
o
38
.=/
2nd generation [ x 10 2PB
o
o .
—— 1st generation Wol E ntel Core 3 Guad
‘ S Intel Pentium 4
o N
Modern X-ray tubes - | * Intel Pentium v 1PB
=] Intel 8086
o
,8_ Intel 4004 u
N First X-ray tube X ! 0TB
11/20 11/21 11/22 11/23
10 == FXE Max:332TB Current: 332 TB SPB Max: 1.42 PB Current: 1.42 PB
—— Relative peak brilliance (first X-ray tube = 1) MID Max: 3.26 PB Current: 3.26 PB == HED Max:92.4TB Current: 0.0321TB
Number of transistors in processors == SQS Max:94.7TB Current:94.7 TB == SCS Max: 21.5TB Current: 13.2TB

I B % European XFEL
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The European XFEL — a Data Perspective

Total Data Migrated for the Currently Active Proposal

6 PB
SPB

4PB

3PB

2PB

178

0TB
11/20 11/21 11/22 11/23

== FXE Max:332TB Current: 332 TB SPB Max: 1.42 PB Current: 1.42 PB
MID Max: 3.26 PB Current: 3.26 PB == HED Max:92.4TB Current: 0.0321 TB
== SQS Max:94.7 TB Current:94.7 TB == SCS Max: 21.5TB Current: 13.2TB

L J | European XFEL

S. Hauf on behalf od DATA

If data services are working, facilities like EU.XFEL
easily produce scientific data in the Peta-Byte range
in a few days

10
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The European XFEL — a Data Perspective

Online Processing is equally “data-intensive®:

* Near-realtime streaming of up to 4KHz into
,2user space”

» Critical parameters:

« Throughput: how may images per
second can be calibrated, assembled
and passed on to user-supplied code

« Latency: with which delay does data
arrive for user analysis

IS B 0 European XFEL Small Quantum Systems
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The European XFEL — a Data Perspective

Online Processing is equally “data-intensive®: Rate (Mbit/s)
* Near-realtime streaming of up to 4KHz into
~user space” DSSC Mpixel —
» Critical parameters:
 Throughput: how may images per rciroi _

arrive for user analysis
« A full Mpix detector exceeds the
Infiniband bandwidth of a single online
calibration host BroadbiditS

second can be calibrated, assembled
and passed on to user-supplied code - _
« Latency: with which delay does data T L

AGIPD single module

20000 40000 60000 80000 100000 120000 140000 160000

I B % European XFEL
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The European XFEL — a Data Perspective

Additional data-related services that are critical to an
experiment's success:
Offline / online
» Detector configurations optimized to the offine File system(s)
experimental needs i
* Online and offline calibration
* Processed data is calibrated and often the

Oe e
C[or

Exactness Reproducibility

primary data product rscin  Scterng - [P r°“g“"”t.wf;,e,"f{y onusness
« Calibration constants are curated and P e e TN\ onine IS =
selected by the facility e . Onine T b ..lm%m
- Standardized data analysis tool-chains ~ e
« Offline
* Online

« Data access libraries
» Abstract fragmented data originating from
concurrent acquisition
L J | European XFEL
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The Mystery of the Broken Fiber - an example of Complexity

DOC observes strong jitter on AGIPD detector online
preview, advises SPB instrument on issue (AGIPD is N i s

thelr main detecto r) The issue has been understood and fixed. The problem was a degraded link on the Infiniband Fabric. IT & DM helped identify this as the root cause, and provided a solution. The link was physicz
disconnected, forcing the fabric manager to route around it. With the degraded link in place, the throughput of the GPFS system is determined by the degraded link speed, which is why most DA's
showed performance degradation. In short the link had reduced the available bandwith, which impacted data traffic from the DAs to disk and to the online pipeline.

S P B and DOC Ite rate Settl ngs, no appa rent As far as we can tell the system has recovered to an the expected performance, and additional follow up will be done by ITDM during service time.
misconfiguration Appender Time of Flight

DOC observes correlation with DAQ - at some point DAQ
and preview are mutually exclusive —if data is recorded
SPB is blind

Experts from data dept. groups reduce problem set to 7 ” Cmem;rate
link-layer ;

IT experts track possible bottleneck in network topology

20:40

== SPB_DET_AGIPD1M- BINE_CORRECTED

Second-level IT support unplugs cable — SPE_DET AGIPDIN-1/CAL/COMEINE RAW

Example of a critical issue that could have stopped
scientific data acquisition, and required expertise

from multiple technical groups to locate and solve
I B 00 European XFEL
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The European XFEL — a Data Perspective

Total Data Migrated for the Currently Active Proposal

6 PB

SPB

If data services are working, facilities like EU.XFEL
easily produce scientific data in the Peta-Byte range
in a few days

4PB

3PB

The complexity of the systems necessary for this
significantly exceeds the knowledge and experience of
any single person*

2PB

1PB

0TB s
11/20 11/21 11/22 11/23
FXE Max: 332 TB Current: 332 TB SPB Max: 1.42 PB Current: 1.42 PB * At EU.XFEL data-related services e.g. are provided
MID Max: 3.26 PB Current: 3.26 PB HED Max: 92.4 TB Current: 0.0321 TB by the 5 groups of the DATA dept: Control, Electronic and

== SQS Max:94.7TB Current:94.7 TB == SCS Max: 21.5TB Current: 13.2 TB Electrical Eng. IT & Data Management Detectors. Data

I B 00 European XFEL Analysis.
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The European XFEL — a Data Perspective

Total Data Migrated for the Currently Active Proposal

6 PB

SPB
If data services are working, facilities like EU.XFEL
easily produce scientific data in the Peta-Byte range
in a few days

4PB

3PB

The complexity of the systems necessary for this
significantly exceeds the knowledge and experience of
any single person

2PB

1PB

»1raditional” support e.g. mainly through beamline
e staff and on-call/on-email experts reaches it‘s limits.

11/20 11/21 11/22 11/23

FXE Max:332TB Current: 332 TB SPB Max: 1.42 PB Current: 1.42 PB
MID Max: 3.26 PB Current: 3.26 PB HED Max:92.4TB Current: 0.0321TB
== SQS Max:94.7TB Current:94.7 TB == SCS Max: 21.5TB Current: 13.2TB

] | European XFEL
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The Data Operation Center (DOC) — The Vision

Single point of entry into DATA support during X-ray Apollo 11 had the computational power of a calculator,
operation Mission control that of a few iPhones

Proactive: monitors DATA provided services essential
during X-ray operation

Cross-functional and inter-group

Not static: will enhance its capabilities over time

L J | European XFEL
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Creating the DOC

A DOC Task Force was launched Dec 18th 2020

S. Hauf on behalf od DATA

DOC to reach initial operational capability in early 2021

18 TF members from across DATA dept., all groups represented

Emphasis on extensible but always usable capability set from day-1 on

—> an agile approach lends itself to this

* 3 Task force teams: hardware, documentation, monitoring tools

* 3 concurrent two week sprints

* TF members contributed between 20-40% of their time

*  DATA management was stakeholder in the effort

European XFEL

Oo
(==

&
SH

€

BP

BB

18 Mitglieder

Steffen Hauf (Admin)
Alessandro Silenzi
Bartosz Poljancewicz
Bernard Baranasic

Bruno Fernandes

s David Lomidze

Dennis Gories
Djelloul Boukhelef
Fabio Dall'Antonia

Hamed Sotoudi

§ Hugo Santos

Janusz Szuba
Luis Maia
Natascha Raab
Olivier Meyer
Philipp Schmidt
Thomas Michelat

Iysaalued \uAD

18
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Task Force Work Organization

SCRUM and task board

Product owner defines overall priority in
coordination with stakeholders

Team defines effort for tasks
PO and team agree on Definition of Done
Anybody in the team can take on a task

A task may be further specified in a sprint
but should not change in scope

] | European XFEL

S. Hauf on behalf od DATA

Control and Monitoring Tools - Implementation 1ll 01 Feb 2021 - 12 Feb 20212* & [

Goal for this sprint :

Identifying problems early on: motors, digitisers, cameras... COVID Research @ SPB

No swimlanes

backlog ) New Realization | (
#82756 - Add online cluster 0.00 #80340 - monitor motors: 0.00 #82349 - monitor detectors: 0.00
nodes to DOC nagios identify motors with a velocity overall system state (AGIPD) - 5
of zero - 2
DOC Task Force DOC Task Force

DOC Task Force

#80334 - monitor digitisers: warn 0.00
if a too large number of samples
is chosen

DOC Task Force

#80388 - monitor motors: define  0.00
other critical parameters for
motors - 2

DOC Task Force

#80384 - Monitor if a camera is  0.00
losing frames (acquiring state
and less than 10Hz) - 5

DOC Task Force

19

To check ) Done (

#80332 - monitor uTCAcrate  0.00
health: identify a non-
responsive crate - 2

DOC Task Force

#80368 - monitor TrainMatcher 0.00
status - identify what should be
monitored - 2

DOC Task Force

#80371 - installation: install 0.00
Karabo and Karabo GUI on
DOC clients - 2

DOC Task Force
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DOC Taskforce — Measuring Progress
How much time can you contribute to the task force

Select answers which apply

R
S 1)
o o
-
| was able to make I've learned new | had good support | was blocked by | was blocked by
@ good progress things from outside the pending tasks pending tasks
TF under TF control outside TF control
@ $10 &,0/50
Sprint Statistics
140 3 /50
. - -
W hat impedes you most during X-ray operation
120
25 (
Maybe it would'be been better to have Beckhoff devices down. Motors don't | have a problem with data analysis.
S some people from the instruments work. Triggers wrong on detectors MB
100 Mo \ involved from the start? because they are static. Missing data in L
2
: DAQ.
instrument e 2 .
Online calibration for area detectors
80 HED
15 Detector calibration B
/ B the lack of an infinite number of monkeys
60 and typewriters ;-) hot configuration of DAQ group / recorded
N data per run assignment
1 DAQ failures ol
40 SPB/SFX
MID e .
Problems with digitizers, Karabo failure or
05 - ~ buggy (SA3 topic), problems with DAQ Slow data recording to DAQ (e.g. motors)
—

20 Parameters lost after some upgrade (even not recording data, data aggregators take is not working well. Too many parameters
worse: partially lost or changed). Karabo too long, digitizer failure when changing are recorded, which slows down / crashes
not connected to Beckhoff. parameters DAQ.

0 0
_ Sprint | Sprint Il Sprint Il Sprint IV Sprint V v

e=@==Completed ==@==Project Backlog ==@==Velocity

$20 &,0/50
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DOC Taskforce — Other Interesting Surveys
The DOC Coffee Machine

@® A milk deposit is
important...

@ Iwant a fully
automatic...

@ | make my coffee
manually...

@ | want the freedom
to decide...

Don't care / need
Very important to me

@ sweet, sweet filter
coffee

DD D
()

& Submission stopped  Open

W16 &,0/50

I B % European XFEL
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The Data Operation Center (DOC) — The Vision

XFEL DOC has access to a state-of-the art timeseries

Single point of entry into DATA support during X-ray DB, monitor 100+ servers, 10000+ devices and
operation jobs on an HPC cluster. We do have less screens

than NASA, but probably a similar amount of pixels
available

Proactive: monitors DATA provided services essential
during X-ray operation

Cross-functional and inter-group

Not static: will enhance its capabilities over time

Two people on shift and a Data Run Coordinator
(DRC)

* DRC is the interface of the DOC to facility
coordination

DRC is an escalation path

*

L J | European XFEL
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88 DOC/DOC Main W <3

DOC Technology Choices i e ] [

SPB Status Overview HED Status Overview SQS Status Overview

Three months to setup: early decision - do not
reinvent the wheel

Important DOC Alerts

I d e ntify eXi Sti n g SySte m S to u Se Important Links and Comments SA2 Camera Rates (acquiring on external trigger) alert

Access the DOC wiki here:

> fOf' Communication (Zoom) - NOW teSting ZU“p SLURM CAL jobs statistics: =00 DAQ Misaing Trains Slert

SLURM CAL jobs details for running experiments:

» documentation (Redmine Wiki)
» ticketing (Redmine)

> IOgS (PSI elog) WEB a‘( (I -O-.K §"5‘§ O‘k SEE 6-K §"6§ a( XFEL: Facility Development
B R EE

R . Time Server Health (Aux)
But... for monitoring % ok sk ok sm ok | @ ok [
“—Karabe: somewhat obvious, but large knowledge J - J J "
differences. Programming it, is an ,expert” skill SIS 5 tiEh

* Grafana + Influx: was new to almost everyone, E e ssvse- on o oanos
we learned together and supported each other

HED Calibration Constant Age (Dark)

SPB Camera Exposure times alert

ime Server Health (Instruments) XFEL Status

14165 MeV'
0.25nC
681 bunches

L J | European XFEL
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DOC Technology Choices

Three months to setup: early decision - do not
reinvent the wheel

|dentify existing systems to use
» for communication (Zoom) - now testing Zulip
» documentation (Redmine Wiki)
» ticketing (Redmine)
» logs (PSI elog)

But... for monitoring

—Karabe: somewhat obvious, but large knowledge
differences. Programming it, is an ,expert® skill
Grafana + Influx: was new to almost everyone,
we learned together and supported each other

I European XFEL

24
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Data Operation Center Roles

Data Run Coordinator (DRC)

* RESPONSIBLE FOR DATA
OPERATION DURING A GIVEN
WEEK

e TNFORMATION PATH
e ESCALATION PATH
* ON-SITE OR REMOTE

I European XFEL

S. Hauf on behalf od DATA

Shift Lead

]

RESPONSIBLE FOR A GIVEN
SHIFT

EXPERIENCED ENOUGH TO
CATEGORIZE MOST PROBLEMS

PROACTIVE
REACTIVE
ON-SITE

25

Shift Deputy

(]

SUPPORTS DATA SERVICES
AT THE FACILITY

PROACTIVE
REACTIVE
ON-SITE
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from different groups
Data Operation Center Roles A

! \

Data Run Coordinator (DRC) Shift Lead Shift Deputy

A SERVICES

WEEK e EXPERIENCED ENOUGH TO AT THE FACILITY

CATEGORIZE MOST PROBLEMS .
* INFORMATION PATH PROACTIVE PROACTIVE
[ ]

e ESCALATION PATH * REACTIVE

e REACTIVE
* ON-SITE OR REMOTE e ON-SITE

e ON-SITE

I B % European XFEL



* Coordmatlon O,
*  Prioritization

* Planning

*  Escalation \\°
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The Data Operations Center (DOC) — 7/11 hours
Staff in X-ray

Operation

FAAY DOC Shift Crew

fe

Planning
Priorities

Support Request

Proactive monitoring

L J | European XFEL

DATA Staff



*  Prioritization
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On-Call DATA support outside of priority X-Ray delivery
i.e. No DOC Operation. - Includes Maintenance Periods. Staff in X-ray

\ e

Operation

iA
2,
@,)?Q
>,

*  Coordinatior?. Support Request

DRC
a\ & “Critical Problems”

* Planning
* Escalation é@q 2
@
& Y
O <
N 2
& 3,
R -

s -:-‘?‘

I European XFEL
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What the Data Operation Center Supports

H UNKNOWN STATE
Evaluation of PegEsist, KARABO — T
word frequency S N et Il AiLInG Y comeecr =
from ticket Ig P D % ssues O I s = e
subjects: MODULE 5 e Svs % coftRGLiER V) CAM I ‘”‘%i £
the larger the DIGITIZER g % % nE| L/) e gy << ™ T

PR PO AL S SPB SFX DATA MISSING L5 LOOP )=

more frequent

QAL IBRATION - AGGF

Z;U

I'I'I
D
m_|
O
I;U

LATE I \

swncnmc% ZYLA
I I I;__‘ A[ﬁr(?( OVERLOADED ONE
VACUUM § REQAN L 1 N&g 5 GU I
=: a RUNEEE: = MOVING ycsen
L§L “ Sﬂ LDABU ) GAS ATTENUATO/I:GIPDSOOK DIFSJEARE[N'%
. . <PEQN ;tgsu << X ooc S C E N E FILE
incidents handled 2 SCANTOOL & o ACQU e SQSHIRl> U
(1.3.21 -25.7.22) U S YT . SLOWWR ~in ™ s S
RESTART spgMACRO woits () —
384 follow-ups created — = |-—t£
226 closed UP RATE e[ ooicn e 3 s —LLJ U)o
REQUEST sy START @ & ENERGY
I B 0 European XFEL oo [ ADC FROBERLY I ) m PRIEJETD
motor ERRORWORK PROBLEMS PROCESSING,.......] RAINPIEELINE DOOC § PATTERN
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Who the Data Operation Center Supports

Number of support requests by different

instruments are comparable

Support needs vary significantly,

depending on equipment and
experimental methods used

I B 0 European XFE

Support by Installation
Others

FXE

-

SPB/SFX

S. Hauf on behalf od DATA 30

What the DOC supports /SFX AII Tlme)

g CAMERAOFFLI(;EOHIS“(\ S YLA L BRATIO LINE e

QT 'R 2 CILQIASLH éﬁti&

JUNGF DARK & o X ﬁ

u.,semgm NGO ONDA
HDAIEALT: BRAT I Q

gI— SERVER S/,

4[Q

RUN
STATE C ANGI
MISSIN

L MATC

’“:;EE:: [SS]
UNKNOWN GL OB '

o _esMACRO s u»mm QO‘
uﬁ"=:lE§"' ) A 7 & qu Ep—
&y FAILING 2N MODULE == | §z‘l‘}.‘- ] ol
gk WU = et O B2 B
== 8 N Jiace S ELOGA = o
SPB 1 PRt p Y s 3
STUCKSPB SFXSTATUS ) KARABO<

What the DOC supports (FXE, All Tlrng)

UPDATING IMAGE

’ STATE  _ MAXWELL BE% . AQ FXE
W UNKNOWN "Bz ™ R eaps - CORRECTED

OFFLINEm AGGREGATOR JUNGFRAU
ERROR 5” 3
9% Jop 3 .

EXTRA FOEM

oeT i .
sce E l B R I l ,
GAIN bPD»« ING IPEL DETECTOR - ME _DAQ ADC

FAILED ;

(ONIR()LLLR
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S. Hauf on behalf od DATA

When the Data Operation Center Supports

Support needs are roughly
uniform in time

~25% of support is initiated
through proactive monitoring
of systems

I B % European XFEL

How Support is triggered?

Call

Monitoring

OthBATA

When is support given

Sat Mon (no beam)

Fri

Sun
Thu

Wed
80 mmm incident

— probem|| |||| | |

00—

tlme of day [h]

31

25
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Overall DOC Impact on Support

1751 —— DATA on-call support lock-down

MOre Support iS given through the maintenance normal operation
DOC than before 150 - start-up DOC - on request

reduced operation DOC - proactive

Fe\{vgr ad-.hoc, unplgnneq support Los |
activities, i.e. less disruption to
routine activities of staff members £ 1001

. o]
Proactive support catches problems E
before they can impact user E
operation 507

25 1

- Increase in scientific “efficiency*

(more, higher-quality beam time) °]

Y Y Y
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Overall DOC Impact on Support

More support is given through the
DOC than before

Fewer ad-hoc, unplanned support
activities, i.e. less disruption to
routine activities of staff members
Proactive support catches problems
before they can impact user
operation

- Increase in scientific “efficiency*
(more, higher-quality beam time)
- Increase in staff efficiency

I European XFEL
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S. Hauf on behalf od DATA
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Lr
—— DATA on-call support Lockdown Q’//'
Maintenance Normal operation /'
Startup DOC - on request O&
Reduced operation DOC - proactive {‘P

DOC: 111.5 actions/month

2020- 482 callsymonth | %

20PR2¢ 11 4 calls/month

~

Pre-COVID COVID, pre-DOC, \r(educed operation CovID \)/(ith DOC T

2019 Jul 2020 Jul 2021 Jul 2023
Month 2023

2022 ‘ Jul

CTRL group only,
DATA likely at about same level as before
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So it‘s a Call Center?

I B % European XFEL

S. Hauf on behalf od DATA

WHAT'S YOUR SECRET

FOR TAKING 280 CALLS
EVERY DAY?

| WALK AWAY
FROM MY DESK

OFTEN.

WWW. CALLCENTERCOMICS COM “

BUT IF THE CALLS ARE
AUTOMATICALLY ROUTED
TO YOUR DESK AND YOU

ARENOTTHERE ... OH 2
o

&

g

(g}

ﬂ_)_

/ 5
=

7 g

(2]

o

3

@

3

3

BOOP.. HELLO. HELLO. |
DONT HEAR ANYTHING
MAYEBE | GOT
DISCONNECTED. ILL

JUST CALL BACK. . CLICK.

BOOP. . HELLO. HELLO.
DID I GET

DISCONNECTED
AGAIN?.CLIC}K.

34
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Staff Views on Data Operation Center

Did the support requests you received match your expertise
Did you enjoy your DOC shift so far
Did you feel well prepared
Did you find the support you gave useful to the facility
Did you learn new things
Do you think the DOC improved communication between DATA and the instruments
Do you think the DOC improved communication within DATA
How useful do you find the DOC for the DATA department
How useful do you find the DOC for the facility and user operation
How useful do you find the DOC for your group

How useful do you find the DOC for yourself

Selected results from the DOC shift crew survey. Answers were on a scale from 1 (very negative)

IS W 0 European XFEL to 5 (very positive). The average feedback was generally very positive, with a small spread in answers.
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Staff Views on Data Operation Center

Did the support requests you received match your expertise
Did you enjoy your DOC shift so far

Did you feel well prepared

Did you find the support you gave useful to the facility

Did you learn new things
Do you think the DOC improved communication between DATA and the instruments
Do you think the DOC improved communication within DATA

How useful do you find the DOC for the DATA department

How useful do you find the DOC for the facility and user operation
How useful do you find the DOC for your group

How useful do you find the DOC for yourself

Staff Development

Selected results from the DOC shift crew survey. Answers were on a scale from 1 (very negative)

IS W 0 European XFEL to 5 (very positive). The average feedback was generally very positive, with a small spread in answers.
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Addendum: The Bring Up Days

Since 2022 the DATA department conducts a structured hand-over of data services to instruments at the
end of maintenance periods (2x annually).

Check list of essential data services that are verified together with instrument staff over the course of
two sessions:

» Essential controls (PLCs, timing, Control System)
» Data Acquisition and Processing (full stack, as much as is possible without beam)

Has lead to a noticeable decrease in number of support calls to the DOC coming out of maintenance
periods.
Especially, “small” issues like misconfigurations are caught early on and quickly resolved

I European XFEL
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Summary

The Data Operation Center is an innovative way to handle operational support for data services at the
European XFEL

traditional on-call/mail-in support reaches it's limits at complex facilities like EU.XFEL

bundles expertise and simplifies the interface for beamline staff

proactive, with many issues identified before they impact operation
—> significantly increases operational efficiency in a complex infrastructure and service environment

I European XFEL
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Summary

The Data Operation Center is an innovative way to handle operational support for data services at the
European XFEL

traditional on-call/mail-in support reaches it's limits at complex facilities like EU.XFEL
bundles expertise and simplifies the interface for beamline staff
proactive, with many issues identified before they impact operation
—> significantly increases operational efficiency in a complex infrastructure and service environment

Total Data Migrated for the Currently Active Proposal

6 PB

5PB

4PB

3PB

2PB

1PB

) TE
08/01 09/01 10/01 11/01 12/01 01/01 02/ 03/01 04/01 05/0 06/01 07/01
Total Max: 5.11 PB Current: 45.2TB

I European XFEL
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Summary

The Data Operation Center is an innovative way to handle operational support for data services at the
European XFEL

traditional on-call/mail-in support reaches it's limits at complex facilities like EU.XFEL

bundles expertise and simplifies the interface for beamline staff

proactive, with many issues identified before they impact operation
—> significantly increases operational efficiency in a complex infrastructure and service environment

The Data Operation Center fosters Staff Development

Cross-training between shift crews
Communication and awareness of achievements and problems outside staff's usual work portfolio

80+ members of the ~100 people in the DATA department have done shifts so far.

The Data Operation Center identifies avenues of improvement: we have the statistics and logs to see
what's going wrong and why. These are used e.g. also in planning the bring up days.

I European XFEL



