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sider herein a means for using sunlight to convert CO2

and water vapor into hydrocarbon fuels that are com-
patible with the current energy infrastructure. Ideally,
such solar energy powered photocatalytic materials,
used on a closed-loop basis as depicted in Figure 1, can
be used to recycle CO2 from a climate altering waste
product into a fuel.

While encouraging progress has been achieved to-
ward photocatalytic conversion of CO2 using sunlight,
further effort is required for increasing sunlight-to-fuel
photoconversion efficiencies. Immediate research op-
portunities include uniform cocatalyst sensitization of
the entire nanotube array surface for enhanced conver-
sion rates, and the design of cocatalysts to improve
and control the product selectivity. Highly efficient pho-
tocatalytic materials will enable the use of flow-through
photocatalytic membranes, wherein CO2 and water va-
por would enter one side of the nanotube array mem-
brane with a fuel exiting from the other (see Figure 16).
Paulose et al. have reported fabrication of free-standing,
mechanically robust, TiO2 nanotube array membranes
of uniform pore size with thicknesses ranging from 4.4
!m to 1 mm;91 work is currently underway to explore
such membranes for photocatalytic reduction of CO2.
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Figure 16. Depiction of flow-through photocatalytic membrane
for CO2 conversion.
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List of acronyms and symbols

2PPE two photon photoemission
A anatase
AFM atomic force microscopy
ATR attenuated total reflectance
B brookite
CB conduction band
CT charge transfer
DFT density functional theory
DOS density of states
DSSC dye sensitized solar cell
e�/h+ electron–hole pair
EDTA ethylenediaminetetraacetic acid
EELS electron energy loss spectroscopy
EMA effective mass approximation
EPR electron paramagnetic resonance
ESR electron spin resonance
EXAFS extended X-ray absorption fine structure
FTIR Fourier transform infrared spectroscopy
HOMO highest occupied molecular orbital
HREELS high resolution electron energy loss spectroscopy
HRTEM high resolution transmission electron microscopy
IEP isoelectric point
IPA isopropyl alcohol
IPS inverse photoemission spectroscopy
IR infrared
LDA local density approximation
LUMO lowest unoccupied molecular orbital
m0 electron rest mass
me electron effective mass
mh hole effective mass
MBE molecular beam epitaxy
MD molecular dynamics
ML monolayer
Nint interstitial N
Nsub substitutional N
NEXAFS near-edge X-ray absorption fine structure
NMR nuclear magnetic resonance
NRA nuclear reaction analysis
Ovac oxygen vacancy
OHbr bridging OH group
OHt terminal OH group
OPAMBE oxygen plasma assisted MBE
P-25 Degussa P-25, mixed anatase and rutile commercial

TiO2 standard
PED photoelectron diffraction
PSD photon stimulated desorption
QMMD quantum mechanical molecular dynamics
R rutile
RH relative humidity
RHEED reflection high energy electron diffraction
SEM scanning electron microscopy
SFG sum frequency generation
SHG second harmonic generation
STM scanning tunneling microscopy
TCE trichloroethylene
TEM transmission electron microscopy
TMA trimethyl acetate
TMAA trimethyl acetic acid
TOF time of flight
TPD temperature programmed desorption
UHV ultrahigh vacuum
UPS ultraviolet photoelectron spectroscopy
UV ultraviolet

UV–vis ultraviolet–visible optical absorption spectroscopy
VB valence band
XANES X-ray absorption near-edge structure
XAS X-ray absorption spectroscopy
XES X-ray emission spectroscopy
XPS X-ray photoelectron spectroscopy
XRD X-ray diffraction
habci family of vectors equivalent to the [abc] vector
[abc] specific crystal vector
{abc} family of surfaces equivalent to that defined by the

normal vector [abc]
(abc) specific surface termination defined by the vector

[abc]

Fig. 1. Schematic model illustrating the seven fundamental issues associated with
TiO2 photocatalysis addressed in the review.

phenomena occurring as a result of photon irradiation of TiO2 sin-
gle crystal surfaces. In these reviews, Yates and coworkers explored
the relationships between a surface’s properties (e.g., reactivity,
structure, electronic properties, etc.) and various observed photo-
chemical events (e.g., O2 photodesorption). This approach allows
the researcher to understand and control for many variables (such
as coverage, surface structure, temperature, etc.) while examining
in detail various fundamental aspects of photon-initiated events.
The surface science approach typically utilizes well-defined mate-
rials (e.g., single crystals) and ultrahigh vacuum (UHV) techniques
to understand physical and chemical phenomenon occurring at in-
terfaces. It is the aim of this review tomotivate readers to approach
the subject of TiO2 photocatalysis from the same perspective.

The structure of this review was developed using an expanded
version of the common TiO2 photocatalysis cartoon shown in Fig. 1.
This cartoon shows a TiO2 nanoparticle with superimposed on it a
simple electronic structure of the TiO2 valence band (VB) states,
the conduction band (CB) states and the bandgap. The cartoon
illustrates seven key issues (labeled 1 through 7) that will be
considered in discussing the fundamental processes important
to TiO2 photocatalysis. The first of these is photon absorption
(Section 1). Much effort has been aimed at understanding and
altering the optical properties of TiO2, particularly for enhancing
visible light absorption. In contrast, much less is known about
the optical properties of TiO2 surfaces or about how alterations of
bulk optical properties affect surfaces. The second issue involves
the behaviors of charge carriers after their creation (Section 2),
in particular how these carriers reach surfaces and what happens
to them there prior to being involved in transfer chemistry. Since
the essential characteristic of TiO2 photocatalysis is the electron
transfer event, the third subject is dedicated to reviewing various
electron transfer processes at TiO2 surfaces (Section 3), with
the focus on the dynamics of single electron transfer events. In
order for electron transfer to occur, donor and acceptor molecules
must approach the TiO2 surface, and in many cases, become

Metal-oxide nanoparticles are commonly used in dye-
sensitized solar cells (DSSCs) and as photocatalysts

potentials for both Zn and O are also reported in Table I. A
mean error of 2.3% and a maximal deviation of nearly 5%
with respect to the experiment are computed. Although these
values are larger than the previously discussed all-electron
data, they still remain acceptable, especially for the modeling
of molecule adsorption on large supercells of the ZnO sub-
strate. Therefore, from a purely geometrical point of view,
PBE0 seems to slightly outperform all other functionals in-
vestigated !including B3LYP and HSE".

2. Electronic investigation: Densities of states

Theoretical investigation of the electronic structure of
ZnO wurtzite has been the subject of numerous publications,
most of them carried out at the LDA or GGA levels.47–53

Although it is generally well known that these functionals
systematically underestimate semiconductor band gaps due
to the self-interaction problem,54 ZnO is a critical compound
for which this underestimation is particularly severe. Indeed,
values reported so far typically range between 0.23 !Ref. 48"
and 0.91 eV,49 as compared to the 3.44 eV experimental
value.55 This effect has been related to an overestimation of
the Zn3d /O2p hybridization due to a poor description of the
Zn3d band position, which is roughly 3 eV higher than the
experimental value.38 Recently, LDA+U !Ref. 47" as well as
Green’s function approach in the GW approximation !Refs.
56 and 57" calculations have been reported. While the Zn3d
band position is corrected with the former by taking into
account an additional U interaction between 3d electrons,
computed gaps are still too low !about 1.5 eV". The same
conclusions hold in the case of GW techniques, which pro-

vide a discrepancy of about 1 eV with respect to the experi-
mental gap.56 On the other hand, hybrid functionals such as
B3LYP !Refs. 58–60" or HSE !Ref. 44" greatly improve the
band gap description, giving only a slight underestimation
!about 0.1 eV at the B3LYP level, for instance" with respect
to the experimental gap value. However, no detailed investi-
gation of the influence of both exchange and correlation on
the electronic structure description of bulk wurtzite ZnO has
been made so far.

Figure 1 presents densities of states computed at the
PBE0 level. Main contributions, in increasing order of en-
ergy, originate from O2s states !not pictured", Zn3d and O2p
states for the valence band, and empty Zn4s states at the
bottom of the conduction band. While the Zn3d band is sharp,
the O2p one is much larger, as pointed out in Table II. In
addition, the Zn3d band is divided into two parts: !i" a large
one at low energy with a significant overlap with the 2p
orbitals of O atoms and !ii" a much sharper one without any
significant overlap with the latter. While both computed
widths and positions for most of the bands are poorly de-
scribed at the PBE level, PBE0 data are in excellent agree-
ment with available experimental data. This is especially true
for the position of the Zn3d band, which is only underesti-
mated by 2 eV with this latter functional, while it is under-
estimated by more than 3 eV at the PBE level. In addition,
the splitting between the O2p and –Zn3d bands #S!O2p–Zn3d"
data; see Table II$ computed at the PBE level is twice that
obtained with PBE0, thus significantly improving the tradi-
tional overestimation of the closeness of these bands. As re-
gards the band gap description, while results obtained here
both at the LDA and PBE levels are slightly better than pre-
viously reported,44,48–50 computed values are still underesti-
mated with respect to the experimental data47,58 by about 2
eV !see Table II". Hybrid functionals on the other hand sig-
nificantly improve the description, the B3LYP value, for in-
stance, being only 0.02 eV higher than the experimental
value, in line with previously reported studies using a
B3LYP-LCAO formalism.58–60 Here, it should be pointed out
that the absolute errors obtained at the PBE0 and HSE levels
are the same !about 0.5 eV". It is also worthy to mention that
due to the large separation of the Zn3d band and the Fermi
level of the system, an additional U term for the 3d electrons

FIG. 1. Bottom graph: total and Zn3d !filled curve" contributions. Top graph:
O2p and Zn4s !filled curve" contributions to the density of states of bulk ZnO
wurtzite, computed at the PBE0 level with the Zn!–O! basis set. Fermi level
!as dotted lines" set at 0 eV. The red dashed lines outline the Zn3d and O2p
band separation. Contributions originating from the O2s states at lower en-
ergies are omitted.

TABLE II. Main properties of the density of states of ZnO wurtzite bulk
structure obtained with different Hamiltonians and the Zn!–O! basis sets. W
refers to the width of a band, S!O2p–Zn3d" is the separation between the O2p

and Zn3d bands, and D refers to a direct gap. All data are in eV.

W!Zn3d" Zn3d center W!O2p" S!O2p–Zn3d" Gap !D"

HF 1.20 !9.87 5.22 3.80 6.45
LDA 1.52 !5.73 4.20 0.10 1.46
PBE 1.86 !4.98 3.90 0.18 1.46
B3LYP 1.47 !5.93 4.51 0.38 3.46
PBE0 1.59 !6.13 4.35 0.37 3.93
HSEa 1.7 !6.2 ¯ ¯ 2.90
Exp. !8.6;b !7.5c 5.2d–5.4e 3.44f

acf. Ref. 44.
bcf. Ref. 99.
ccf. Ref. 100.

dcf. Ref. 101.
ecf. Ref. 102.
fcf. Ref. 55.
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independent components, the z (E!c) component, !2z or !1z ,
and the xy (E!c) component, !2xy or !1xy , which represents
the average over the x and y components, using the k points

only within the irreducible BZ. We treated the underesti-

mated band gaps by using a scissors operator,31 which dis-

places the empty and occupied bands relative to each other

by a rigid shift of 1.14 eV, so that the minimum band gap

becomes 3.14 eV in agreement with experiment. The experi-

mental dielectric functions, measured for the single crystals

of anatase using synchrotron orbital radiation,11 are taken as

comparison.

Very good agreement with experiment is obtained for the

dielectric functions in both components. In particular, the

positions and overall strengths of the peaks in the lower en-

ergy region reproduce experiment very well—which was not

realized by the OLCAO results. The dielectric constants at

"→0 are !xy(0)!5.97 and !z(0)!5.57, which show con-

sistent agreement with an experimental value of 5.62,32 sug-

gesting that the choice of the scissors operator is reasonable.

In a higher energy region ("7 eV#, however, the calcu-
lated peak positions are located at higher energies than ex-

periment by 0.8–1.0 eV. Similar results were reported in

calculations for the rutile structure, where good agreement

with experiment was obtained in a higher ("6 eV# energy
region without any correction to the LDA band gap, while

the peak positions in the lower energy region were lower

than experiment by about 1 eV.4 This situation of the exci-

tation energies in LDA is not usual for simple semiconduc-

tors such as Si, Ge, and GaAs, where LDA with the scissors

operator works well to yield proper excitation energies in a

wide energy range.31 One reason to explain the problem in

TiO2 could be found in the unphysical self-interaction effect

in LDA which is considered one of the origins of its band-

gap underestimation.33 The peaks in the lower and higher

energy regions of !2 correspond to absorptive transitions
from the valence bands to the t2g and eg orbitals in the con-

duction bands, respectively. The more localized the electron,

the more the self interaction would be involved. Thus, the t2g
orbitals in the conduction bands, which are less hybridized

with O and are relatively localized about Ti atoms, may be

affected more by the larger self-interaction—and, hence, are

lowered in energy relative to the eg conduction bands.

A strong calculated optical anisotropy near the absorption

edge has been observed as in Fig. 8. We have examined the

major peaks near the absorption edge in Fig. 8 looking at the

corresponding interband transitions as shown in Fig. 10. As

seen in Sec. III A, the bottom of the conduction bands are

dominantly the dxy orbitals, to which transitions from the p$
states are dipole forbidden for the E!c polarization but di-
pole allowed for the E!c polarization. The transitions of z1

and z2 are allowed since the final states in the conduction

bands include dyz or dzx character, as seen in Fig. 4. By

contrast, the experimental dielectric functions in Fig. 8 show

a rather weak anisotropy at the absorption edge. It was sug-

gested in Ref. 11 that the absorption edge was quite sensitive

to the parameters employed for the K-K transformation to

derive the experimental dielectric functions from the reflec-

tivity measurements. Indeed, more direct measurements16 of

the optical absorption near the absorption edge for the single-

FIG. 7. Molecular-orbital bonding structure for anatase TiO2:

%a# atomic levels, %b# crystal-field split levels, and %c# final interac-
tion states. The thin-solid and dashed lines represent large and small

contributions, respectively.

FIG. 8. Imaginary parts of the dielectric functions for polariza-

tion vectors %a# parallel and %b# perpendicular to the c axis. Solid
lines and dashed lines are the present work and experiment %Ref.
11#, respectively.
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X-ray absorption: Retrieving local structure
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X-ray emission: Retrieving electronic information
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Colloidal TiO2 sample details

Samples synthesized using sol-gel method 

TEM, DLS and XRD characterisation confirm  
amorphous 10 ± 5 nm diameter and disordered 
anatase 20 nm and crystalline with well-defined shape
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TiO2 ground state measurements
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can only represent sharp continuum resonances when the MS
expansion converges rapidly and hence the method can fail
when the broadening effects of core-hole lifetime, inelastic
losses and Debye-Waller factors are all negligible, e.g., near
the edge in low-Z materials such as Si. The high-order MS
approach has several advantages compared to the full MS
calculation, in particular, the ability to treat very large clus-
ters over a large energy range, including disorder on a path-
by-path basis. This approach can also identify the important
geometrical paths that contribute to a specific feature,
whereas it is difficult to make such attributions using a full
MS approach. Remarkably, convergence of the MS expan-
sion is often sufficiently rapid that this finite MS approach
can provide a quantitative interpretation of edge-feature po-
sitions and strengths in a wide range of materials. The atomic
cluster used to model the Ti K XANES spectrum and to
simulate the important MS paths responsible for the XANES
may be either a large cluster @e.g., ~TiO!O4Si4K4# or a small
cluster embedded in a larger one @e.g., ~TiO!O4 in
~TiO!O4Si4K4#. The coordinates of atoms in each cluster are
taken from crystal structures of Ti compounds derived from
x-ray-diffraction data. In either case, the scattering potential
is that of the larger cluster, which is chosen to be represen-
tative of the solid. We obtained the best results using the
default Hedin-Lundqvist self-energy together with an added
constant energy shift, with a real part of 4 eV and an imagi-
nary part of 0.5 eV to account for the error in FEFF estimate
of threshold E0 , which is based on the Fermi energy of a
free-electron gas and instrumental broadening, respectively
~‘‘EXCHANGE 0 4 0.5’’ option!. All muffin-tin radii were auto-
matically overlapped ~by '20%; ‘‘AFOLP’’ option! to re-
duce the effects of discontinuities in their overlap regions
and to give a better molecular potential for materials with
highly inhomogeneous electron density distributions, which
is appropriate for the compounds studied here. In addition,
we have found it desirable to include in the calculations all
MS paths up to order-8 scatterers, with a maximum effective
path length of 7 Å ~‘‘CRITERION 0 0’’ and ‘‘RMAX 7’’ op-
tions!, rather than the usual path filters in FEFF, which ignore
low-amplitude paths. The order of MS needed for conver-
gence is roughly determined by the criterion that
^u f effuexp(ikR2R/l)/kR& is small, and hence is determined by
the magnitude of scattering, mean free paths, and Debye-

Waller factors. In practice, we have found that convergence
is often better than that predicted by this estimate, possibly
due to random phase cancellations between high-order MS
paths. We found that the two options AFOLP and CRITERION 0
0 are crucial for calculating XANES spectra in these materi-
als that agree quantitatively with the experimental spectra.
We therefore suggest their use for other K and L III edges
~e.g., Cr, Co, Ni, Zr, Pt, U!. Indeed, this finding suggests that
much smaller cutoff criteria may be desirable for general
XANES calculations, especially for aperiodic systems that
lack significant path degeneracies. Default values for the
Debye-Waller factors associated with each calculated path
were used ~i.e., zero! because of the absence of Debye-
Einstein temperature information for the systems studied and
the small effect of disorder on the absorption coefficient in
the near-edge region. Thus, these calculations underestimate
the broadening effects due to thermal and structural disorder
and give extended fine structure ~EXAFS! amplitudes that
are too large compared with experiment. We discuss the ef-
fect of structural disorder on Ti K XANES spectra later in
the paper.
The approach we have taken considers only MS involving

short- and medium-range structure together with a carefully
chosen potential. Construction of the potential, which in-
cludes choosing an appropriate molecular cluster without un-
physical surface effects, and reduction of the effects of
muffin-tin potential discontinuities and the errors due to the
flat potential in the interstitial regions, are all crucial ele-
ments of the FEFF calculation. We feel that this step can be
more important in successful simulations of near-edge and
XANES spectra than consideration of MS for long paths.
Intuition suggests that incoherent MS along most long paths
will result in very low-amplitude spectral features, whereas
coherent MS, e.g., from repeated paths, can be important.
Furthermore, we know very little about the effects of disor-
der of long scattering paths that extend outside a cluster and,
therefore, cannot accurately describe Debye-Waller factors
for such paths in a full MS calculation. Ti in the model
compounds and aperiodic oxides examined in this study is
located in sites with short-range tetrahedral, square-
pyramidal, or octahedral symmetry. Thus a calculation in
which one considers only high-order MS in a small cluster,
with the small cluster embedded in an appropriately chosen

FIG. 1. Ti K-edge XANES spectra for se-
lected Ti-crystalline oxide model compounds
containing fourfold coordinated ~left!, fivefold
coordinated ~middle!, and sixfold coordinated Ti
~right!.

56 1811Ti K-EDGE XANES STUDIES OF Ti COORDINATION . . .

Pre-edge peaks 
contain information 
on the band gap 
and the local Ti-
coordination

F. Farges et al. Phys. Rev. B 56, 1809 (1997)

measured at the 
PHOENIX, 
microXAS and 
SuperXAS 
beamlines at the 
SLS

RXES
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High-repetition rate pump-probe XAS at the SLS

o Transmission
Diode

Fluorescence 
APD

ADC Trigger
  2.08 MHz

SLS master clock
500 MHz

X-ray pulses 
   (1.04 MHz)

Laser pulses
     (520 kHz)

              DAQ
computer control

Phase modulator
    (QPMX-500-S)

Timing stabilizer
      (CLX-1100)

Liquid flow

  FEMTO
amplifier

  FEMTO
amplifier

Track and Hold

MHz ADC

T&H Trigger
  1.04 MHz

Synchrotron

Laser

Pulse picker 
trigger

Portable TBWP Duetto 
•10 ps pulse duration 
•8.3 MHz to 50 kHz 
•2-200 µJ at 1 µm 
•5-40 µJ at 532 nm 
•2-29 µJ at 355 nm 
•1-5 µJ at 266 nm

microXAS beamline 
- in-vacuum undulator (4-20 keV) 
- Si (111), Ge(111) & Si(311) mono crystals 
- micro-focus capability (< 1µm2) 
- 1012 photons/second

PHOENIX beamline 
- in-vacuum undulator (0.8-8 keV) 
- Si (111), KTP, Be, InSb mono crystals 
- micro-focus capability (< 1µm2) 
- 1011-1012 photons/second

SuperXAS 
- SuperBend from 4.5 to 35 keV 
- Si(111), Si(311) mono crystals 
- X-ray emission spectrometers 
- 1011-1012 photons/second

REVIEW OF SCIENTIFIC INSTRUMENTS 82, 063111 (2011)

A high-repetition rate scheme for synchrotron-based picosecond laser
pump/x-ray probe experiments on chemical and biological systems
in solution

Frederico A. Lima,1 Christopher J. Milne,1 Dimali C. V. Amarasinghe,1,a)

Mercedes Hannelore Rittmann-Frank,1 Renske M. van der Veen,1,b) Marco Reinhard,1

Van-Thai Pham,1,c) Susanne Karlsson,1 Steven L. Johnson,2 Daniel Grolimund,2

Camelia Borca,2 Thomas Huthwelker,2 Markus Janousch,2 Frank van Mourik,1

Rafael Abela,3 and Majed Chergui1,d)
1Laboratoire de Spectroscopie Ultrarapide, Ecole Polytechnique Fédérale de Lausanne, ISIC, FSB,
1015 Lausanne, Switzerland
2Swiss Light Source, Paul Scherrer Institut, 5232 Villigen, Switzerland
3SwissFEL, Paul Scherrer Institut, 5232 Villigen, Switzerland
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Electronic and structural dynamics in TiO2

Ti d-orbitals

Ti3+←Ti4+

At 100 ps we probe 
the trapped states

M.H. Rittmann-Frank, C.J. Milne et al. Angew. Chem. Int. Ed. 53, 5858 (2014)
measured at the PHOENIX and 
microXAS beamlines at the SLS

Biexponential decays 
bare anatase: 310 ps and 6 ns 
anatase + dye: 500 ps and 18 ns
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Trap sites in TiO2 are amorphous-like Ti centres

The excited state XAS 
is consistent with the 
amorphous XAS red-
shifted by 1 eV 

The electron is trapped 
at amorphous-like Ti 
sites in the lattice 
whether directly excited 
or injected from the dye

M.H. Rittmann-Frank, C.J. Milne et al. Angew. Chem. Int. Ed. 53, 5858 (2014)

anatase + dye 
shifted difference

bare anatase 
shifted difference

anatase + dye 
shifted difference

bare anatase 
shifted difference

Communications
Titanium Traps

M. H. Rittmann-Frank, C. J. Milne,
J. Rittmann, M. Reinhard, T. J. Penfold,
M. Chergui* &&&&—&&&&

Mapping of the Photoinduced Electron
Traps in TiO2 by Picosecond X-ray
Absorption Spectroscopy

Electrons in the trap : Picosecond Ti K-
edge and Ru L3-edge X-ray absorption
spectra of photoexcited bare and dye-
sensitized TiO2 nanoparticles (NPs)
showed that electrons are trapped deep
in the defect-rich surface shell of bare
anatase TiO2, whereas injection from the
dye on both anatase and amorphous NPs
leads to surface trapping (see picture). In
bare amorphous TiO2, trapping occurs at
preexisting defects within the NP.

.Angewandte
Communications

6 www.angewandte.org ! 2014 Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim Angew. Chem. Int. Ed. 2014, 53, 1 – 6
! !

These are not the final page numbers!

Is this a general property of metal oxide semi-conductor nanoparticles ?
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Colloidal ZnO sample details
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Results 
• 32 nm diameter 
• presence of both O 

and Zn vacancies
T. Rossi et al. JPC C 118 19422 (2014)

Commercial 
sample of ~35 nm 
ZnO nanoparticles 
suspended in 
water

measured at the microXAS beamline at the SLS
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ZnO ground state measurements
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Figure 9: Normalised XANES spectra of ZnO SA-NP in Water (black line) and a shell by shell
simulation of the cluster size e↵ect on the cross section calculated using FDMNES. The structures
used are shown on the right-hand side.

within the FDMNES package [53]. It reproduces all the features of the experimental spectrum.

Further understanding of the XANES resonances, which becomes important for the analysis of the

time-resolved results, is provided by a shell-by-shell simulation [71, 72] that consists of gradually

increasing the number of neighbouring atoms in the complex around a Zn atom as shown in Fig. 9.

They show that the main multiple scattering feature (9670 eV) is already present when including

a 3.5 Å radius of atoms around the central Zn atom. The strong shoulder on the rising edge

(9.665 keV), assigned to 1s!4p, is only present when including a 4 Å sphere around the complex,

demonstrating that it will be strongly sensitive to the environment. In this respect, Kau et al [73]

have previously demonstrated for a range of Cu K-edges, that the 1s!4p is a sensitive probe of

coordination and increases in strength as the coordination number decreases. While the coordi-

nation number of the first shell does not change in this case, the large number of Zn vacancies

identified in the previous section are likely to lead to the increase in the strength of the 1s!4p in

the SG-NP. Finally, the multiple scattering feature at 9680 eV requires a 6.5 Å radius around the

central Zn and is therefore most sensitive to the longer range order within the SA-NP, which is the

reason that it is weaker for the SG-NP sample.

14

measured at the microXAS beamline at 
the SLS and Sector 7 ID-D of the APS
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High-repetition rep rate RXES at the APS
REVIEW OF SCIENTIFIC INSTRUMENTS 82, 073110 (2011)

Development of high-repetition-rate laser pump/x-ray probe methodologies
for synchrotron facilities

Anne Marie March,1,a) Andrew Stickrath,2 Gilles Doumy,1 Elliot P. Kanter,1

Bertold Krässig,1 Stephen H. Southworth,1 Klaus Attenkofer,1 Charles A. Kurtz,1

Lin X. Chen,2,3 and Linda Young1
1X-ray Science Division, Advanced Photon Source, Argonne National Laboratory, 9700 S. Cass Ave.,
Argonne, Illinois 60439, USA
2Chemical Sciences and Engineering Division, Argonne National Laboratory, 9700 S. Cass Ave.,
Argonne, Illinois 60439, USA
3Department of Chemistry, Northwestern University, 2145 Sheridan Road, Evanston, Illinois 60208, USA

(Received 17 May 2011; accepted 4 July 2011; published online 28 July 2011)

We describe our implementation of a high repetition rate (54 kHz–6.5 MHz), high power (>10 W),
laser system at the 7ID beamline at the Advanced Photon Source for laser pump/x-ray probe studies of
optically driven molecular processes. Laser pulses at 1.06 µm wavelength and variable duration (10 or
130 ps) are synchronized to the storage ring rf signal to a precision of ∼250 fs rms. Frequency
doubling and tripling of the laser radiation using nonlinear optical techniques have been applied to
generate 532 and 355 nm light. We demonstrate that by combining a microfocused x-ray probe with
focused optical laser radiation the requisite fluence (with <10 µJ/pulse) for efficient optical excitation
can be readily achieved with a compact and commercial laser system at megahertz repetition rates.
We present results showing the time-evolution of near-edge x-ray spectra of a well-studied, laser-
excited metalloporphyrin, Ni(II)-tetramesitylporphyrin. The use of high repetition rate, short pulse
lasers as pump sources will dramatically enhance the duty cycle and efficiency in data acquisition and
hence capabilities for laser-pump/x-ray probe studies of ultrafast structural dynamics at synchrotron
sources. © 2011 American Institute of Physics. [doi:10.1063/1.3615245]

I. INTRODUCTION

Ultrafast and time-resolved x-ray measurement tech-
niques, which combine ultrafast lasers and short pulse
x-rays in pump-probe experiments, are powerful tools for
understanding and controlling the behavior of matter at the
molecular level.1–7 These techniques can offer sub-Ångstrom
spatial resolution and temporal resolution down to the pi-
cosecond or femtosecond regimes. In addition, the elemen-
tal specificity and penetration power of x-rays can allow
for in situ measurements of systems in complex or disor-
dered environments.2 While now there are a variety of short
pulse x-ray sources available for these studies, including
table-top sources based on high harmonic generation8–10 or
laser-induced plasmas11–14 and large accelerator based fa-
cilities such as x-ray free electron lasers,15 third generation
synchrotron sources16 such as the Advanced Photon Source
(APS), provide a unique combination of x-ray properties
that are particularly well suited for precision time-resolved
measurements. These include tunability over a large x-ray
energy range (several keV), stability (<0.3% fluctuations
in average flux), defined polarization, high flux (1013 pho-
tons/second/0.01% bandwidth), and high pulse repetition rate
(MHz).

In a typical laser/x-ray pump-probe experiment, a laser
pulse excites a sample to create a transient, non-equilibrium
state and an x-ray pulse follows, at a fixed time delay rela-
tive to the laser pulse, to probe the transient state. X-ray ab-

a)Electronic mail: amarch@anl.gov.

sorption, emission, diffraction, or scattering signals can be de-
tected and signal is accumulated over many pump-probe cy-
cles to satisfy the signal to noise ratio required for data anal-
ysis. This process can be repeated at different delays to map
out the temporal behavior of the transient states. Successive x-
ray pulses in the x-ray pulse train, between laser pump pulses,
can also be used to probe the structural evolution of transient
states on time scales longer than the picosecond range cov-
ered by individual pulses, allowing disparate time scales to be
probed in the same experiment. The APS, in its standard op-
erating mode, produces x-ray pulses with moderate flux (e.g.,
∼106 photons/pulse in a monochromatized beam at 7ID) at a
high repetition rate (6.52 MHz, 153 ns interbunch spacing),
weak enough to act as nonperturbative probes but at a flux
high enough to produce high quality data, even considering
the inherently weak interaction of x-rays with matter (a typ-
ical x-ray absorption cross section is 10−5 times that in the
visible regime). Also, the timing properties of the APS make
it a particularly attractive synchrotron storage ring for tim-
ing studies; the long 153 ns interbunch spacing allows easily
gateable detectors and mechanical choppers to select individ-
ual x-ray pulses and such timing modes are available 80% of
the beamtime.

For several years, time-resolved x-ray/laser experiments
have been carried out at synchrotrons. However, very few, if
any, have been able to utilize the full x-ray flux available.
While for some experiments this has been due to sample or
detector constraints, for many experiments involving quickly
replenishable or reversible systems the main limitation has
been the repetition rate of the laser system. For experiments

0034-6748/2011/82(7)/073110/8/$30.00 © 2011 American Institute of Physics82, 073110-1
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Details 
Sector 7 @ APS 
Zn K-edge (9 keV) 
355 nm excitation 
80 mJ/cm2 

100 µm liquid jet 
Diamond(111) mono 
ΔE/E=5.4x10-5 

1012-1013 photons/s 
100 ps X-ray pulse 
10 ps laser pulse

Ultrafast x-ray spectroscopy as a probe of 
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ZnO pump-probe X-ray spectroscopy
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Many different forms of lattice defects in ZnO

Nanotechnology 19 (2008) 445704 M Ghosh and A K Raychaudhuri

Figure 7. Schematic diagram depicting the origin of P1 and P2
emission bands. The defect distributions in the bulk and depletion
regions are shown. Ec, Ev and EF are the conduction band, valance
band and Fermi energy levels, respectively.

centre, created by capture of a hole by the V +
O centre in a

depletion region, leads to emission in the vicinity of 2.2 eV
(EP2), which is the P2 line. The singly charged centre
(V +

O ) in the absence of a depletion region becomes a neutral
centre (V X

O ) by capture of an electron (n-type ZnO) from the
conduction band which then recombines with a hole in the
valence band giving rise to an emission (P1) at 2.5 eV (EP1).
The shift in the visible emission is thus related to the change in
the relative strengths of the two emission bands. Now we show
that the relative occupation of the two charged centres (V ++

O
and V +

O ) is related to the band bending at the depletion layer
near the surface which in turn is related to the surface charge
of the nanostructures.

In spherical nanoparticles of small size, there will be
an appreciable depletion layer near the surface [18]. The
thickness of the depletion layer depends on the density of
native carrier concentration in the nanoparticles. For an n-
type semiconductor in an open circuit condition as is the
case here, the Fermi energy level is typically higher than the
redox potential of the medium in which it is suspended [22].
As a result, electrons will be transferred from the n-type
nanoparticles into the solution. This creates a depletion region
where there is a positive charge associated with the space
charge region, and this is reflected in an upward bending
of the band edges. In ZnO with native defects (n-type),
the depletion region has a typical thickness in the range 5–
10 nm. Such a depletion layer, as stated before, will give
rise to band bending in spherical nanoparticles whose size is
comparable to depletion width [23]. The band bending changes
the relative occupancy of the defect levels in such a way that
it populates doubly charged V ++

o preferentially by which the
P2 emission predominates. The existence of the positively
charged depletion layer can be directly seen from the zeta
potential (18 mV) measured in these nanoparticles of small

size dispersed in ethanol. The shape change leads to hexagonal
particles or rods with flat surfaces. These particles/rods
have severely reduced zeta potential (∼8 mV). This reduces
the depletion layer and the associated band bending. As a
consequence this will change the occupancy of the electron
energy levels in these larger faceted particles which decreases
the occupancy of the V ++

o centres leading to reduction in
emission of the P2 band. The occupancy will be like the
bulk energy level and the predominant emission will be from
the singly charged vacancy (V +

o ), namely the P1 line. Thus
the shape change suppresses the band bending leading to
stronger emission at P1. Therefore the role of shape change
is to modify the band bending and the relative occupancy of
the V ++

o and V +
o levels which in turn changes the dominant

emission channel. The substantial reduction in zeta potential
value on shape change is a proof that the surface charge (and
the depletion layer) is responsible for this process.

Briefly, the above model is based on the fact that the
visible luminescence is linked to the oxygen vacancy and the
depletion layer near the surface plays an important role in
determining the band bending and the associated consequences
in the emission. The shape transition, leads to a change in
the surface charge which in turn changes the extent of band
bending. So, there is a link between the visible emission
and the charge at the nanostructure surface. To establish
this relation, we actually modify the surface charge of the
nanoparticles by embedding them in electrolytes which leads
to a change in their visible emission.

The surface charge driven shift in the relative contribution
of the spectral components in the broad visible emission can
be seen, even in the case of nanostructures having the same
shape and size, by dispersing them in an electrolytic solution
of varying strength. The positively charged ZnO nanoparticles
dispersed in a solution are surrounded by oppositely charged
ions. The net (+)ve charge developed at the particle surface
affects the distribution of ions in the surrounding interfacial
region, resulting in an increased concentration of counter
ions (ions of opposite charge to that of the particle) close to
the surface. Thus an electrical double layer exists around
each particle. The addition of LiClO4 to the dispersion of
ZnO nanoparticles in ethanol reduces the zeta potential at the
interface between ethanol and ZnO nanostructures. As we
keep on increasing the concentration of LiClO4 in ethanol,
the zeta potential around the surface decreases and finally
assumes a negative value (nearly equal to −7 mV for 1 M
LiClO4 in ethanol). In figure 8(a), we plot representative
PL spectra of spherical ZnO nanoparticles dispersed in an
electrolytic solution having different concentrations of LiClO4

as indicated in the graph. We observe a gradual reduction in
the overall intensity of the visible emission on increasing the
LiClO4 concentration. The broad visible emission has been
decomposed into two peaks as in the case of PL spectra of ZnO
nanostructure having various shapes and sizes. In figure 8(a),
we show the two decomposed peaks for the particles dispersed
in pure ethanol (P10M and P20M) and 1M LiClO4 solution in
ethanol (P11M and P21M). In figure 8(b), we plot the intensity
ratio between the two spectral components and observe that the
relative contribution of the P2 band decreases on increasing

6

4!d" shows the calculated sX wave function of the trapped
hole state of VZn

− . It is localized on only one of the four
oxygen neighbors. This is consistent with its spin-resonance
signature.31,32 Even LDA+U does not localize the hole
correctly.22 On the other hand, the wave functions of VO
localize symmetrically over all four Zn neighbors, see Figs.
4!a"–4!c".

E. Assessment of previous LDA-corrected calculations

The significant computational cost of post-LDA methods
such as sX, HSE, or GW makes them useful benchmarks of
lower cost LDA-based methods, applying them to postpro-
cessor corrections. We will refer to these as “GGA-C”
!C=Corrected". Examples include the LDA+U method used
by Janotti and Van de Walle22 to partly correct the band
structure, where an empirical energy U repels Zn 3d states
downward, and so partly opens up the gap. Lany9 used in-
stead a modest U !=6 eV" to shift EV down by 0.7 eV, ac-
counting for the remaining gap error by shifting upward the
conduction band minimum !CBM". These two types of
LDA-C calculations differ also in how the defect levels track
the host band edges. Whereas a general conclusion cannot
yet be drawn on current post-LDA calculations, we note the
following: !i" Fig. 5 and Table II compare our sX formation
energies of VO to those calculated by LDA-C methods. The

formation energy of V0 of +0.85 eV in sX and +1 eV in
HSE is the same as found by Lany9 and slightly less than the
1.0 eV found by Oba.16 It is much less than the 4 eV of
Janotti.22 The +0.85 eV formation energy corresponds to a
frozen-in vacancy density of 1019 cm−3 at 700 °C, consis-
tent with experiment.28

!ii" The calculated !0 /++" levels of VO divide into two
groups: in HSE-40 and sX, they appear at EV
+ !2.2–2.3" eV, as in Janotti.22 In the second camp, we have
HSE-25 that gives EV+1.7 eV, GW calculations based on
HSE-25 !Ref. 23" giving EV+1.7 eV or even only 1.4 eV
!GW based on GGA+U". This second camp is closer to the
LDA+C of Lany9 which gave a !0 /++" level at EV
+1.3 eV.

IV. CONCLUSIONS

In summary, the formation energies and electrical transi-
tion levels of intrinsic defects of ZnO were calculated using
a family of screened exchange and hybrid density function-
als. All functionals provide large improvements over stan-
dard DFT calculations, in particular, in regard of the magni-
tude of the band gap, and the localization of the deep hole
states of VZn. They give remarkably uniform results for the
formation energies of the charge-neutral lattice vacancies of
ZnO. A more differentiated picture emerges for the transition
levels, where our comparison shows there remain significant
differences between different choices for the functional
and/or hybrid DFT parameters.
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FIG. 4. !Color online" !a", !b", and !c" charge density of the
oxygen vacancy for its neutral, +1 and +2 charge states, respec-
tively. Note relaxation of Zn ions. !d" Defect state of the Zn va-
cancy is a p state localized on only one of the adjacent oxygen
atoms.
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FIG. 5. !Color online" Comparison of the oxygen-vacancy for-
mation energy under O-poor conditions as a function of Fermi en-
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al. !Ref. 16".
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than a shallow donor. Figure 1!c" shows that the !!2+ /0"
transition level occurs at #1 eV below the conduction band.
Therefore, it is clear that the oxygen vacancy cannot provide
electrons to the conduction band by thermal excitation in
steady state, and therefore it cannot be a source of the often-
observed unintentional n-type conductivity. It should be
noted that, whereas the formation energy of VO is very high
in n-type ZnO, it is much lower in p-type ZnO, where VO
assumes the 2+ charge state. Thus, oxygen vacancies are a
potential source of compensation in p-type ZnO.

2. Atomic geometry and negative-U character

We find that the oxygen vacancy is a “negative-U” center,
implying that !!2+ / + " lies above !!+/0", with U=!!+/0"
−!!2+ / + "=−0.7 eV, as seen in Fig. 1!c". As the Fermi level
moves upward, the thermodynamic charge-state transition is
thus directly from the 2+ to the 0 charge state; the " charge
state is unstable for any position of the Fermi level.

Negative-U behavior is typically related to unusually
large local lattice relaxations that stabilize particular charge
states. For the neutral charge state, the four Zn nearest neigh-
bors are displaced inward by 12% of the equilibrium Zn–O
bond length, whereas for the " and 2+ charge states, the
displacements are outward by 2% and 23%, as shown in Fig.
4. The origin of these large lattice relaxations lies in the
electronic structure of VO, which was discussed in Sec. III B.
In the neutral charge state, the a1 state is occupied by two
electrons, and its energy is lowered as the four Zn atoms
approach each other. In this case, the gain in electronic en-
ergy exceeds the cost to stretch the Zn–O bonds surrounding
the vacancy and the resulting a1 state lies near the top of the
valence band. In the VO

+ configuration, the a1 state is occu-
pied by one electron, and the electronic energy gain is too
small to overcome the strain energy; the four Zn atoms are
displaced slightly outward, moving the a1 state near the

middle of the band gap. In the VO
2+ configuration, the a1 state

is empty and the four Zn atoms strongly relax outward,
strengthening the Zn–O bonds; the empty a1 state lies near
the conduction band. These large relaxations significantly re-
duce the formation energies of VO

2+ and VO
0 relative to VO

+ ,
making the oxygen vacancy a negative-U center.

3. Comparison with experiment

Most of the experimental investigations of oxygen vacan-
cies to date have relied on electron paramagnetic resonance
!EPR" studies, which will be discussed in the next section.
One group has studied oxygen vacancies with positron anni-
hilation spectroscopy.35,65 The samples were electron irradi-
ated and had a Fermi level 0.2 eV below the CBM after
irradiation. The dominant compensating defect was found to
be the zinc vacancy, consistent with the results presented in
Sec. III D; however, the measurements also produced evi-
dence for the presence of a neutral defect, which was pro-
posed to be the neutral oxygen vacancy. These observations
are fully consistent with our computational results, both re-
garding the absence !below the detection limit" of oxygen
vacancies in as-grown material and VO being present in the
neutral charge state when EF=Ec−0.2 eV.

4. Electron paramagnetic resonance studies of oxygen vacancies

Because of the negative-U character, the positive charge
state of the oxygen vacancy, VO

+ , is thermodynamically un-
stable, i.e., it is always higher in energy than either VO

2+ or VO
0

for any position of the Fermi level in the band gap. This has
important implications for the characterization of oxygen va-
cancies in ZnO. Only the positive charge state, with its un-
paired electron, is detectable by magnetic resonance tech-
niques. An EPR signal associated with VO should thus not be
observed under thermodynamically stable conditions. It is, of
course, possible to create oxygen vacancies in the " charge
state in a metastable manner, for instance, by excitation with
light. Once generated, VO

+ does not immediately decay into
the 2+ or 0 charge state due to the existence of energy bar-
riers associated with the large lattice relaxations that occur
around the oxygen vacancy. We thus expect that at low
enough temperatures, EPR signals due to VO

+ may be ob-
served upon excitation. When the excitation is removed and
the temperature is raised, these signals will decay. In Ref. 66,
we reported that the thermal barrier to escape out of the 1+
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FIG. 3. !Color online" Formation energies as a function of
Fermi-level position for native point defects in ZnO. Results for
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sponding to the lowest-energy charge states are shown. The slope of
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FIG. 4. !Color online" Local atomic relaxations around the oxy-
gen vacancy in the !a" neutral and !b" 2+ charge states. In the
neutral charge state, the four Zn nearest neighbors are displaced
inward by 12% of the equilibrium Zn–O bond length, whereas for
the 2+ charge states, the displacements are outward by 23%.
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D. Zinc vacancies

1. Formation energy and transition levels

Zinc vacancies in ZnO introduce partially occupied states
in the band gap. These states are derived from the broken
bonds of the four oxygen nearest neighbors and lie close to
the VBM. They are partially filled and can accept additional
electrons, thus causing VZn to act as an acceptor. Since the
formation energy of acceptor-type defects decreases with in-
creasing Fermi level, zinc vacancies can more easily form in
n-type samples. They are also more favorable in oxygen-rich
conditions. Figure 3 shows that zinc vacancies have exceed-
ingly high formation energies in p-type ZnO, and therefore
should exist only in very low concentrations. In n-type ZnO,
on the other hand, zinc vacancies have the lowest formation
energy among the native point defects. This energy is low
enough for VZn

2− to occur in modest concentrations in n-type
ZnO, acting as a compensating center. Positron annihilation
experiments35,84 have indeed identified the presence of zinc
vacancies in n-type ZnO.

We find that zinc vacancies are deep acceptors with tran-
sition levels !!0/−"=0.18 eV and !!− /2− "=0.87 eV !see
Fig. 2 and Table II". These levels are too deep for the zinc
vacancy to act as a shallow acceptor. Combined with their
very high formation energy in p-type materials, zinc vacan-
cies are thus unlikely to play any role in p-type conductivity.
Recently, it has been proposed that a complex formed by a
column-V element !As or Sb" on a substitutional Zn site
surrounded by two zinc vacancies could be responsible for
p-type conductivity.85 From our results, the formation energy
of a single VZn is 3.7 eV under p-type conditions !EF at the
VBM", in the most favorable O-rich limit. The formation
energy of an AsZn-2VZn complex would then amount to 2
"3.7 eV plus the formation energy of substitutional AsZn !or
SbZn" minus the binding energy of the complex. Assuming
that the formation energy of AsZn !or SbZn" is about 1 eV !a
very low value considering the chemical mismatch between
Zn and As", a binding energy of more than 6 eV would be
required to stabilize these complexes at equilibrium condi-
tions. This value is too large to be attainable, and indeed
much larger than the value calculated in Ref. 85. Therefore,
we feel that these complexes cannot be responsible for
p-type conductivity.

2. Atomic geometry

The oxygen atoms around the zinc vacancy exhibit large
outward breathing relaxations of about 10% with respect to

the equilibrium Zn-O bond length, as shown in Fig. 6. Simi-
lar relaxations are observed for the three possible charge-
state configurations, VZn

0 , VZn
− , and VZn

2−. This indicates that the
overlap between the oxygen 2p orbitals surrounding the zinc
vacancy is too small to result in significant chemical bonding
between the oxygen atoms. Indeed, the calculated O-O dis-
tances are about 3.5 Å, much larger than the sum of the
covalent radii, which is 2"0.73 Å=1.46 Å.

Our calculations, using either LDA or LDA+U, do not
produce any low-symmetry Jahn-Teller distortions for VZn in
the 1− or neutral charge states, even though such distortions
are known to occur.17,86,87 Jahn-Teller distortions around cat-
ion vacancies also occur in ZnSe,88 and it is known that LDA
calculations are unable to reproduce them.89,90 In the case of
ZnO, for a zinc vacancy in the 1− charge state, the hole is
expected to be localized on one of the four nearest-neighbor
oxygen atoms. The oxygen atom with the hole is expected to
relax toward the vacancy, lowering the energy of the system.
In the case of ZnSe, according to Vlasenko and Watkins,17

the Jahn-Teller effect lowers the energy of VZn
− by 0.35 eV.

Note that a lowering of the energy of the negative charge
state would result in the !!− /2− " transition level shifting
away from the VBM, i.e., the tendency is toward making the
level deeper.

3. Electron paramagnetic resonance studies of zinc vacancies

Several EPR observations of zinc vacancies in ZnO have
been reported. Taylor et al.86 reported EPR signals with g
factors in the range 2.0018–2.056 in irradiated single crys-
tals. It was proposed that a subset of these lines would be due
to Zn vacancies. Galland and Herve87 observed lines with g
factors between 2.0024 and 2.0165 in irradiated single crys-
tals, also attributing them to Zn vacancies.

4. Green luminescence

ZnO often exhibits green luminescence, centered between
2.4 and 2.5 eV.18,19,91,92 This green luminescence has been
observed in samples prepared with a variety of growth tech-
niques, and it is important to point out that there may not be
a single source for this luminescence. For instance, Cu has
been suggested as a potential cause.93,94 Still, not all ZnO
samples contain copper. Native defects have also been sug-
gested as a potential source. Reynolds et al.18,19 and Kohan
et al.37 have suggested that the Zn vacancy can give rise to
green luminescence. Indeed, our calculated transition level
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FIG. 6. !Color online" !a" Local atomic geometry of the zinc vacancy in the 2− charge state !VZn
2−". !b" Migration paths of VZn

2−: a zinc atom
from an adjacent basal plane or from the same basal plane moves into the vacancy. !c" Calculated migration energy barrier for the path where
a zinc atom from an adjacent basal plane moves to the vacant site. The two migration paths give energy barriers that differ by less than
0.1 eV.
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between the 1− and 2− charge states occurs at 0.9 eV above
the VBM, and hence a transition between the conduction
band !or a shallow donor" and the VZn acceptor level would
give rise to luminescence around 2.5 eV, in good agreement
with the observed transition energy. In addition to the agree-
ment with the observed emission energy, the Zn vacancy is
also a likely candidate because it is an acceptor-type defect:
acceptor defects are more likely to occur in n-type material,
and most ZnO materials to date have exhibited unintentional
n-type conductivity. This proposed explanation for the green
luminescence that is similar to the proposal that gallium va-
cancies are the source of the yellow luminescence in GaN.95

Other explanations have been proposed for the green lu-
minescence. Several groups have suggested that oxygen va-
cancies are the source of green luminescence.38,82,96–99 Van-
heusden et al. reported a correlation between the intensity of
the green luminescence and the concentration of oxygen
vacancies.96,99 However, their assessment of the presence of
oxygen vacancies was based on the observation of a line
with g#1.96 in EPR measurements; as discussed in Sec.
III C 4, this assignment is not correct, undermining the
arguments made in Refs. 96 and 99. Our calculated
configuration-coordinate diagrams for VO also do not show
any transitions consistent with green luminescence.66 Leiter
et al. associated the emission band around 2.45 with oxygen
vacancies based on optically detected magnetic resonance
experiments.82,83 As discussed in Sec. III C 4, we consider it
unlikely that the S=1 center that they observed represents the
oxygen vacancy. Instead, we suggest that VZn may be the
cause of the observed green luminescence in their experi-
ments. Indeed, an S=1 EPR signal related to VZn has recently
been proposed by Vlasenko and Watkins.17 We suggest that
the signal observed by Leiter et al. is associated with the
spin-dependent process VZn

− +EM0→VZn
2− +EM+, where the

exchange interaction between the localized VZn
− center and

the delocalized effective-mass !EM" donor is large enough to
produce the combined S=1 spectrum.

A strong argument in favor of zinc vacancies being the
source of green luminescence has been provided by the ex-
periments of Sekiguchi et al., who have reported strong pas-
sivation of the green luminescence by hydrogen plasma
treatment.100 This observation is consistent with the green
luminescence being caused by zinc vacancies, which act as
acceptors; these acceptors can be passivated by hydrogen,
which acts as a donor.101,102 In fact, the same passivation
effect was observed by Lavrov et al., who simultaneously
observed an increase in vibrational modes associated with
hydrogenated zinc vacancies.102 We note that the passivation
of the green luminescence by hydrogen is very plausible if
the green luminescence is caused by zinc vacancies; hydro-
gen atoms passivate zinc vacancies by forming strong O-H
chemical bonds.102

5. Migration

Migration of zinc vacancies occurs when a nearest-
neighbor zinc atom moves into the vacant site leaving a va-
cancy behind, as schematically shown in Fig. 6!b". For the
calculation of the migration energy barrier, we have focused
on the most relevant 2− charge state; zinc vacancies in the

neutral and 1− charge states have very high formation ener-
gies and are therefore very unlikely to occur under equilib-
rium conditions. The calculated migration energy barrier for
the zinc vacancy in the 2− charge state is 1.4 eV, as shown
in Fig. 6!c". We also find that migration paths involving zinc
atoms in adjacent basal planes or in the same basal plane of
the zinc vacancy give almost the same result, differing by
less than 0.1 eV. We thus predict that the migration of zinc
vacancies in ZnO is isotropic, similar to the case of oxygen
vacancies discussed above.

E. Zinc interstitials

1. Formation energy and atomic geometry

There are two distinct types of interstitial sites in the
wurtzite structure: the tetrahedral site !tet" and the octahedral
site !oct". The tetrahedral site has one zinc and one oxygen as
nearest-neighbor atoms, at a distance of about #0.833d0,
where d0 is the Zn-O bond length along the c axis. Thus, a
zinc atom placed at this site will suffer severe geometrical
constraints. The octahedral site is in the interstitial channel
along the c axis. It is equidistant from three zinc and three
oxygen atoms by 1.07d0. From the distances above, one can
expect the Zni interstitial to prefer the octahedral site where
the geometrical constraints are less severe. Indeed, we find
that the octahedral site is the stable site for Zni. The zinc
interstitial at the tetrahedral site is 0.9 eV higher in energy
and unstable: it spontaneously relaxes to the octahedral site,
and therefore may play a rule in Zni migration, as discussed
below. Moreover, instead of occupying the ideal octahedral
site, we observe a large displacement of the Zni along the c
axis. The resulting relaxed geometry has an increased Zni-Zn
distance of 1.22d0 and a decreased Zni-O distance of 1.02d0;
it is depicted in Fig. 7. Similar displacements along the c axis
were also observed for Gai in GaN.29

Figure 3 shows that under n-type conditions, i.e., for
Fermi-level positions near the conduction band, Zni has a
high formation energy. This is true even under extreme Zn-
rich conditions, where the value is #6 eV. Zinc interstitials
are thus unlikely to be responsible for unintentional n-type
conductivity, since they will be present in very low concen-
trations in n-type ZnO. On the other hand, the formation
energy of Zni

2+ decreases rapidly when the Fermi level de-

(a) Side
view

(b) Top
view

Zni
2+

Zni
2+

FIG. 7. !Color online" Local atomic geometry of the zinc inter-
stitial in the 2+ charge state !Zni

2+" at the stable octahedral site. !a"
Side view perpendicular to the c axis. !b" Top view parallel to the c

axis !along the $0001̄% direction".
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creases toward the VBM; zinc interstitials are thus a poten-
tial source of compensation in p-type ZnO.

2. Transition levels

The zinc interstitial introduces an a1 state with two elec-
trons above the CBM. These two electrons can be transferred
to conduction-band states; indeed, we find that the zinc in-
terstitial occurs exclusively in the 2+ charge state, with the
!!2+ / + " and !!+/0" levels above the conduction-band mini-
mum, as listed in Table II. The zinc interstitial will always
donate electrons to the conduction band, thus acting as a
shallow donor. These electrons can, of course, be bound to
the defect center in hydrogenic effective-mass states, so that
effectively the observed defect levels would be the effective-
mass levels below the CBM.

However, because of their high formation energy !see
above", zinc interstitials will not be present in ZnO under
equilibrium conditions. It has been suggested that zinc inter-
stitials can be observed in n-type ZnO under nonequilibrium
conditions. Thomas6 reported the introduction of shallow do-
nors when ZnO crystals were heated in Zn vapor followed by
a rapid quench, and Hutson5 observed the appearance of a
shallow donor with ionization energy of 51 meV in Hall
measurements. Look et al.20 conducted high-energy electron
irradiation experiments and identified a shallow donor with
ionization energy of 30 meV. Based on the much higher pro-
duction rate of this defect for the Zn !0001" face than for the
O !0001̄" face, the donor was suggested to be related to a
Zn-sublattice defect, either the Zn interstitial itself or a Zn-
interstitial-related complex. Because of the high formation
energies of Zni and its high mobility even a low temperatures
!as discussed in Sec. III E 3 below", we do not believe that
isolated Zni were the observed species in the above experi-
ments.

3. Migration

We have considered migration paths for Zni
2+ parallel and

perpendicular to the c axis. A “natural” migration path for the
zinc interstitial would be along the hexagonal interstitial
channel, parallel to the c axis #perpendicular to the plane of
Fig. 7!b"$. Along this path, the interstitial has to pass through
a plane containing three zinc atoms with relatively short

Zni-Zn distances, leading to a barrier of 0.78 eV. At the
saddle point, the Zni is in the same plane as the three Zn
nearest neighbors, which are pushed apart, leading to a
Zni-Zn distance of about 1.2d0 Å. This path can account for
migration only along the c axis.

We have also considered a path where the interstitial Zn
atom moves through the unstable tetrahedral site, resulting in
diffusion perpendicular to the c axis. At the saddle point, the
Zni atom is at the tetrahedral site, repelling the Zn nearest
neighbor by increasing the Zni-Zn distance from %0.833d0
to 1.12d0. The migration barrier for this path is 0.90 eV,
which is the energy difference between the octahedral and
the tetrahedral configuration.

In addition, we have considered a kick-out !or intersti-
tialcy" mechanism, as shown in Fig. 8. In this mechanism,
the interstitial Zn atom moves in the direction of a substitu-
tional Zn and then replaces it. The former substitutional zinc
atom moves to an adjacent octahedral interstitial site, which
can be either in the same basal plane or in a basal plane
adjacent to that of the original interstitial !Fig. 8". At the
saddle point, the substitutional site is shared by two Zni at-
oms in a rather symmetric configuration as shown in Fig.
8!b". Surprisingly, we find that the kick-out mechanism gives
the lowest migration barrier: 0.57 eV !see Fig. 9". The dif-
ference in the energy barriers for migration paths parallel and
perpendicular to the c axis is smaller than 0.05 eV. There-
fore, the migration of the zinc interstitial is also predicted to
be isotropic. The low migration barrier implies that zinc in-

(a) (b) (c)
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Side
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FIG. 8. !Color online" Migration path of Zni
2+

in the kick-out mechanism, where a zinc intersti-
tial exchanges places with a zinc atom on a sub-
stitutional lattice site. Upper panels show side
views, whereas lower panels show top views. !a"
Starting configuration, !b" saddle point, and !c"
final configuration where the new zinc interstitial
is in a basal plane adjacent to the basal plane of
the original interstitial atom.
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FIG. 9. Calculated migration energy barrier for Zni
2+ in the kick-

out mechanism illustrated in Fig. 8. The coordinate x is the sum of
the distances between the intermediate positions of the two Zn at-
oms and their respective initial positions.
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terstitials are mobile below room temperature.
The calculated energy barrier of 0.57 eV is in very good

agreement with experimental measurements by Thomas,6
who reported a migration barrier of 0.55 eV for zinc intersti-
tials based on experiments involving heating crystals in Zn
vapor followed by rapid quenching. Despite this low migra-
tion barrier, the activation energy for Zn self-diffusion medi-
ated by Zn interstitials is still quite high in n-type samples,
since we have to add the formation energy of Zni !see Eq.
"1#$. The fact that Zn interstitials migrate by exchanging po-
sitions with Zn atoms at regular lattice sites should be taken
into account when interpreting the migration of Zn intersti-
tials in ZnO crystals using Zn isotopes.103,104 As a Zn isotope
is introduced into ZnO, it promptly exchanges positions with
Zn atoms in the lattice site via the kick-out mechanism. Fur-
ther diffusion of these isotopes then has to occur through a
self-diffusion mechanism, which can be mediated either by
zinc interstitials or by zinc vacancies; these mechanisms
have much higher activation energies than the migration bar-
rier of zinc interstitials by themselves.

It is worth noting that their low migration barrier implies
that zinc interstitials are very unlikely to occur as isolated
interstitials; they will have a high tendency to either diffuse
out of the sample or to bind with other defects or impurities.
Combined with the high formation energy of Zni in n-type
material, this renders it unlikely that zinc interstitials contrib-
ute to unintentional n-type conductivity in ZnO. Even when
zinc interstitials are formed under nonequilibrium conditions,
such as irradiation, they will be unlikely to remain present as
isolated interstitials; the fact that they are mobile at tempera-
tures below room temperature implies that they will either
diffuse out of the sample, recombine with Zn vacancies, or
form complexes with other defects or impurities.

It is conceivable that the high diffusivity of Zni would
cause it to find sites "defects or impurities# to which it is
attracted and with which it can form a complex with a posi-
tive binding energy. If this binding energy is sufficiently
high, and if the resulting complex still acts as a shallow
donor, this may yet provide a mechanism for the zinc inter-
stitial to play a role in the unintentional n-type conductivity
of ZnO. However, we feel that under equilibrium conditions,
this is quite unlikely. Consider, for example, the seemingly
favorable scenario of Zni binding to an impurity that acts as
a single acceptor. Since Zni is a double donor, the resulting
complex is expected to still act as a single donor. However,
the formation energy of the isolated Zn interstitial is so high
that the binding energy of the complex would need to be
unreasonably high in order for the complex to occur in ob-
servable concentrations. We can illustrate this with the ex-
ample of a zinc interstitial bound to a nitrogen acceptor,
which was proposed in Ref. 105. Under n-type and Zn-rich

conditions, Look et al.105 calculated a formation energy for
the "NO-Zni#+ complex of 3.4 eV. This high value renders it
very unlikely that this complex would form during growth of
the material. Such complexes would have a higher chance of
occurring if the interstitials were created under nonequilib-
rium conditions such as irradiation, as discussed in Ref. 105.

F. Oxygen interstitials

1. Formation energy, atomic geometry, and transition levels

Excess oxygen atoms in the ZnO lattice can be accommo-
dated in the form of oxygen interstitials. The oxygen atoms
can occupy the octahedral or tetrahedral interstitial sites or
form split interstitials. We find that the oxygen interstitial at
the tetrahedral site is unstable and spontaneously relaxes into
a split-interstitial configuration in which it shares a lattice
site with one of the nearest-neighbor substitutional oxygen
atoms. In Fig. 10"a#, we show the local lattice relaxation
around the oxygen split interstitial, Oi"split#. The calculated
O-O bond length is 1.46 Å, suggesting the formation of an
O-O chemical bond, and the Zn-O distances are about 3%
smaller than the equilibrium Zn-O bond length in ZnO. Re-
cently, Limpijumnong et al. proposed that other first-row el-
ements can also form “diatomic molecules” in ZnO.106 Our
results agree with theirs, and we also find two almost degen-
erate and completely filled states in the band gap that re-
semble the antibonding pp!* state from a molecular orbital
description of the isolated O2 molecule. However, in the iso-
lated molecule, the pp!* molecular orbital "MO# is occupied
by two electrons with parallel spins, resulting in a triplet S
=1 ground state. In the solid, the four zinc nearest neighbors
provide two additional electrons, and the pp!*-like MO is
completely occupied. This explains the significantly longer
O-O bond length in the split interstitial "1.46 Å# compared to
that of the isolated O2 molecule "1.22 Å#. Our calculations
show that the oxygen split interstitial is electrically inactive,
i.e., it is neutral for any Fermi-level position, with the calcu-
lated donor transition levels ""+/0# and ""+/2+ # occurring
below the VBM.

We also find a metastable configuration for the oxygen
split interstitial, Oi

0"split#*, with formation energy %0.2 eV
higher than the lowest-energy configuration Oi

0"split#. Its lo-
cal atomic geometry is shown in Fig. 10"b#. The O-O bond
length is 1.51 Å. The existence of these two almost degen-
erate configurations with very different O-Zn-O bond angles
reinforces the picture of the oxygen split interstitial as an O2
molecule embedded in the ZnO crystal.

Erhart and Albe43 also reported on the Oi"split# and its
metastable configuration Oi

0"split#*. They referred to them as
“dumbbell configurations,” and they found that these defects

(a) (b) (c)

Oi0(split)

Oi0(split)*
Oi2-(oct)

FIG. 10. "Color online# Local atomic geom-
etry of electrically inactive oxygen split intersti-
tial "a# in the most stable configuration !Oi

0"split#$
and "b# in a metastable configuration !Oi

0"split#*$.
"c# Local atomic geometry of electrically active
oxygen interstitial at the octahedral site
!Oi

2−"oct#$.
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mation energy should therefore increase by 1.4 eV. Instead,
Fig. 1 shows that the correction is less than half of that. The
reason is twofold: first, the LDA+U shifts not only the con-
duction band but also the valence band; second, evidently,
the VO defect state is by no means purely conduction-band-
like in character.

We note in Fig. 1 that the transition levels are shifted
upward in the band gap going from LDA to LDA+U. Since
the difference between LDA and LDA+U reflects the correct
physics of valence-band versus conduction-band character of
the Kohn-Sham states, this justifies the use of Eq. !6" to
correct defect transitions levels !!q /q!" !which are refer-
enced with respect to the VBM". The procedure above differs
from the assumption made by Lany and Zunger in Refs. 62
and 44 that the transition levels of the oxygen vacancy in
ZnO are well described by the LDA+U and do not shift at
all with the conduction band. In their paper, the conduction

band is rigidly shifted to agree with the experimental band
gap, while the transition level is kept fixed at the LDA+U
values. We feel that Lany and Zunger’s assumption is unjus-
tified and inconsistent with their own results. The assumption
that the transition levels associated with the oxygen vacancy
do not shift when the conduction band is corrected is equiva-
lent to saying that the a1 state has purely valence-band char-
acter. If this were true, then LDA and LDA+U would give
the same values for the transition levels, which is clearly not
the case. By increasing the band gap by going from LDA to
LDA+U, the transition levels !!2+ / + ", !!+/0", and !!2
+ /0" all shift upward in the band gap, in accordance with the
relative conduction versus valence-band character of the a1
state.

Figure 2 and Table II show the position of the corrected
transition levels !!q /q!" in the band gap for all native point
defects in ZnO. The justification provided above applies to
transition levels and therefore also to relative formation en-
ergies. The correction of the absolute formation energies re-
quires further considerations regarding the electronic struc-
ture. First, we take note of the fact that the formation
energies of charged defects depend on the position of the
VBM, as evident from Eq. !3". We already emphasized that
the LDA+U approach shifts the position of the VBM as well
as the CBM, and this effect will be felt in the formation
energies as well. LDA+U of course does not fully correct
the band-gap error; indeed, the usual errors intrinsic to the
DFT-LDA are still present, and the LDA+U band gap
!1.51 eV" is still significantly smaller than the experimental
gap !3.43 eV". To extrapolate to the experimental gap, we
therefore need to make an assumption about the position of

0
–
2–

CBM

VO ZnO Oi(oct)VZn Zni
VBM

2+ 2+

0

–
2–

2+
0

0

–

2–

Oi(split)

0

OZn

FIG. 2. !Color online" Thermodynamic transition levels for de-
fects in ZnO. These values were corrected based on the LDA and
LDA+U calculations according to the procedure described in the
text.

TABLE II. Calculated transition levels !!q /q!" !in eV" for native point defects in ZnO. LDA, LDA+U,
and corrected values according to Eq. !6" are listed. The differences "!=!!q /q!"LDA+U−!!q /q!"LDA !in eV"
are also listed.

Defect q /q! !!q /q!"LDA !!q /q!"LDA+U "! !!q /q!"

VO 2+ /+ 1.01 1.41 0.40 2.51
+/0 0.05 0.53 0.47 1.82

VZn 0 /− 0.08 0.11 0.03 0.18
− /2− 0.29 0.45 0.16 0.87

Zni 2+ /+ 1.41 2.01 0.60 3.65
+/0 1.44 2.06 0.62 3.75

Oi!oct" 0/− 0.27 0.39 0.12 0.72
− /2− 0.86 1.06 0.20 1.59

Oi!split" 2+ /+ −0.12 −0.09 0.03 −0.01
+/0 −0.07 −0.05 0.02 0.00

ZnO 4+ /3+ 0.33 0.75 0.42 1.88
3+ /2+ −0.25 0.09 0.34 1.01
2+ /+ 1.59 2.21 0.62 3.91
+/0 1.62 2.25 0.63 3.97

OZn 0/− 0.60 0.85 0.25 1.52
− /2− 0.55 0.88 0.32 1.77
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ZnO analysis & simulation: Structural dynamics

Ground state 
structure

Excited state 
structure

Simulation shows the hole 
trapping sites are consistent 
with native oxygen defects 
within the lattice

C.J. Milne, T.J. Penfold et al. 
in preparation (2015)

EXAFS

XANES

FEFF

FDMNES

VO+ + h+ → VO++

Which causes an expansion of 
the neighbouring Zn atoms by 
~20%

The majority of the changes we 
see are structural in nature, but 
not all …
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ZnO analysis & simulation: Electronic dynamics
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Nanoparticle conclusions & the future
We’ve identified the long-lived electron traps in ZnO as oxygen-defect 
sites in the lattice 
The structure of this site is consistent with a charge density shift from the 
predominantly oxygen valence band to the zinc conduction band 
Our measurements are primarily based on the XAS signal

shows the LDA and LDA+U results as well as the extrapo-
lated !!q /q!", which is given by

!!q/q!" =
!!q/q!"LDA+U − !!q/q!"LDA

Eg
LDA+U − Eg

LDA !Eg
exp − Eg

LDA+U"

+ !!q/q!"LDA+U, !2"

where Eg
LDA and Eg

LDA+U are the band gaps given by the LDA
and LDA+U approximations, and Eg

exp is the experimental
gap.14 Table I shows that the transition levels exhibit signifi-
cant upward shifts when the band gap is corrected. This is to
be expected, since the VO defect states are composed of dan-
gling bonds on the neighboring Zn atoms, which exhibit
mainly conduction-band character. The extrapolated values
for the transition levels are also very close to results obtained
using self-interaction-corrected pseudopotentials,15 enhanc-
ing confidence in the approach.

Figure 1!a" shows the formation energy of the oxygen
vacancy VO as a function of Fermi level EF for the three
possible charge states VO

0 , VO
+ , and VO

2+, corrected according
to the procedure described above. Under p-type conditions,
where EF is near the top of the valence band, the oxygen
vacancy is stable in the VO

2+ charge state and therefore acts as
a compensating center with low formation energy. Under
n-type conditions, however, where EF is near the bottom of
the conduction band, the oxygen vacancy is in the neutral
charge state. The calculated !2+ /0" transition level is located
deep in the band gap, at #1.0 eV below the bottom of the
conduction band, indicating that VO will not provide elec-
trons to the conduction band at room temperature. In addi-
tion, the formation energy of VO under n-type conditions is
very high !#3.5 eV", indicating that it is unlikely to form
even at high temperatures during growth. We conclude that
oxygen vacancies are not the source of unintentional n-type
conductivity.

Figure 1!a" also shows that the 1+ charge state is not
stable: the formation energy of VO

+ is higher than that of VO
0

and VO
2+ for all values of EF. This is related to the fact that the

!!2+ / + " transition level is located higher in the gap than the
!!+/0" level, an unusual ordering based on the expected
Coulomb repulsion that occurs when electrons are added to a
defect. Since the 1+charge state is not stable in equilibrium,
any EPR measurements claiming to identify VO without pro-
viding any excitation should be treated with suspicion. In
fact, those papers systematically claim to identify VO based
on a line with g$1.96. In reality, VO corresponds to a line
with g$1.99, and the reports16,17 that correctly make this
identification have in common that !1" electron irradition
was used to produce the defect !since, in agreement with our
calculations, the starting n-type material contains only a neg-
ligible concentration of VO" and !2" optical excitation was
found to be necessary to observe the EPR signal, in agree-
ment with the calculated metastability of VO

+ .
The effective correlation energy U !no relation to

the parameter in the LDA+U approach above" is defined
as the difference between the relevant transition levels, i.e.,
U=!!+/0"−!!2+ / + "=Ef!VO

2+"+Ef!VO
0"−2Ef!VO

+". Our
calculations yield !!+/0"=1.9 eV and !!2+ / + "=2.9 eV,
and, hence, U=−1.0 eV. The negative value reflects the fact
that atomic relaxations play a major role in stabilizing par-
ticular charge states. Our calculations indeed show that the
lattice relaxations around VO are large and very different in
different charge states. For VO

0 , the four Zn nearest neighbors
are displaced inward by 12% of the equilibrium Zn–O bond
length, whereas for VO

+ and VO
2+ the displacements are out-

ward by +2% and +23%, as shown in Fig. 2. Note that the
symmetry of the wurtzite structure does not impose that the
relaxations of all four Zn atoms are identical; however, we
find that to a good approximation the Zn atom along the c
axis relaxes by the same amount as the other three Zn neigh-
bors !to within 0.01Å", and the magnitude of this breathing
relaxation is very similar to that obtained from calculations
for the zinc-blende structure.

The origin of these large lattice relaxations lies in the
electronic structure of VO. The removal of an oxygen atom
from a perfect ZnO crystal leaves four Zn dangling bonds,
each contributing 1/2 electron to a neutral vacancy. The in-
teraction of these dangling bonds results in a completely
symmetric a1 state !which lies in the band gap" and three
almost degenerate higher energy states !resonant in the con-
duction band". For VO

0 , the a1 state is occupied by two elec-
trons, and its energy is lowered when the four Zn atoms
approach each other, with the gain in electronic energy ex-
ceeding the cost to stretch the Zn–O bonds surrounding the
vacancy. The resulting a1 state !identified by the Kohn–Sham

TABLE I. Calculated band gaps and transition levels !!q /q!" for oxygen
vacancies in ZnO !in eV". LDA, LDA+U, and extrapolated values are
listed.

Eg !!2+ / + " !!+/0" !!2+ /0"
LDA 0.81 1.30 0.16 0.73
LDA+U 1.50 1.73 0.64 1.18
Ext. 3.43 2.90 1.94 2.42

FIG. 1. !a" Formation energies vs Fermi level for oxygen vacancies in ZnO
in the 0, 1+, and 2+charge states, under Zn-rich conditions, calculated using
the procedure described in the text. !b" Position of !!2+ /0" with respect to
the top of the valence band Ev in ZnO compared to that in ZnSe, taking into
account the natural valence-band offset.

FIG. 2. !Color online" Ball and stick representation of the local atomic
relaxations around the oxygen vacancy in the 0, 1+, and 2+charge states.
The position of the a1 state is also shown for the equilibrium configuration
of each charge state.
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Janotti et al. App. Phys. Lett.87 122102 (2005)What’s next ?

Valence-to-core XES 
can provide details on 

the valence band 
character but this 

requires better signal-
to-noise (more 

photons)

Size and shape dependence will influence trap 
geometry, energy and concentration

studied in detail recently,[75] but the effects of these factors
on the optical properties of fabricated nanostructures are
still unknown. Different experimental conditions, such as

for example, solution concentration, temperature, and sub-
strate pretreatment, also affect the growth of ZnO by hy-
drothermal methods. Due to the low growth temperature
(typically under 100 8C), the crystalline quality of such sam-
ples is often lower than those fabricated by vapor deposi-

Figure 1. a–f) Representative scanning electron microscopy images of
various ZnO nanostructure morphologies.

Figure 2. a–d) Representative scanning electron microscopy images
of ZnO nanopropeller arrays. Reprinted with permission from
Ref. [27].

Figure 3. A–D) Representative scanning electron microscopy images
of ZnO helical nanobelts. Reprinted with permission from Ref. [28].
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peak positions (387 nm for tetrapods, 381 nm for needles,
397 nm for nanorods, 377 nm for shells, 379 nm for faceted
rods, and 385.5 nm for ribbons/combs) can be observed.
Room-temperature band-edge emission in ZnO nanostruc-
tures was reported to occur at 373,[49] 378,[46,53,57] 380,[47, 64,67]

381,[55] 383,[52, 62] 384–391,[56] 387.5,[58] 389,[50, 62] and 390 nm.[59]

Individual nanostructures, such as nanobelts, exhibited UV
emission in a range between 384 and 391 nm.[56] These dif-
ferences in the peak positions of individual nanobelts, which
are sufficiently large so that there could be no quantum con-
finement effects, indicate that there is likely a different ex-
planation for the variation in the band-edge emission in
ZnO nanostructures reported in different studies. Even
though quantum confinement has been proposed as a cause
of the blue shift of the band-edge emission with decreasing
size,[69] any shift due to quantum confinement in nanocrys-
tals with diameters of 57, 38, and 24 nm is not likely consid-
ering the fact that the Bohr radius of ZnO is 2.34 nm.[70]

One possible reason for the variations in the position of
the band-edge emission in various ZnO nanostructures with
relatively large dimensions are different concentrations of
native defects. Since the defect density on the surface is
higher than in the bulk,[125] spectral shifts due to different
defect concentrations are expected to occur in nanostruc-
tures with different sizes due to different surface-to-volume
ratios. The fact that the decay times in time-resolved PL
from ZnO nanorods are size dependent[71] is in agreement
with the assumption of different defect levels/concentrations
for structures with different surface-to-volume ratios. Thus,
the defects could affect the position of the band-edge emis-
sion as well as the shape of the luminescence spectrum. Al-
though there have been several reports with strong UV and
weak defect emission in ZnO nanostructures,[49,50] in some
cases only defect emission is observed[48] or the UV emission
is much weaker compared to the defect emission.[46] There-
fore, clarifying the origins of different defect emissions is an
important issue. However, it should be noted that the ratio
of the intensity of UV and defect emission is dependent on
the excitation density,[36,74] as well as the excitation area.[74]

Thus, the ratios of these two emissions cannot be used as an
absolute determining factor of the crystalline quality of
ZnO, although they are useful in comparing the quality of
different samples when the measurements are performed
under identical excitation conditions.

2.2. Defect Emissions

Room-temperature PL spectra from ZnO can exhibit a
number of different peaks in the visible spectral region,
which have been attributed to the defect emission. Emission
lines at 405, 420, 446, 466, 485, 510, 544, 583, and 640 nm
have been reported (see Ref. [36] and references therein).
Several calculations of the native defect levels in ZnO have
been reported,[85–87, 124] as summarized in Figure 7. An exam-
ple of defect emissions (normalized PL spectra) from differ-
ent ZnO nanostructures is shown in Figure 8.

Green emission is the most commonly observed defect
emission in ZnO nanostructures,[4,47–49,52,53,56–58,61,62,64,67,68]

similar to other forms of ZnO. The intensity of the blue–
green defect emission was found to be dependent on the
nanowire diameter,[5,64] but both increased[5] and de-
creased[64] defect emission intensity with decreased wire di-
ameter were reported. Several different hypotheses have
been proposed: Green emission is often attributed to singly
ionized oxygen vacancies,[47–49, 64,68] although this assignment
is highly controversial. Other hypotheses include antisite
oxygen,[56] which was proposed by Lin et al.[85] based on the
band structure calculations. Green emission was also attrib-
uted to oxygen vacancies and zinc interstitials.[67] Cu impuri-
ties have been proposed as origin of the green emission in
ZnO.[88] Blue-green defect emission was also reported in Cu
doped ZnO nanowires.[65] However, although Cu was identi-
fied as a possible cause of green emission in ZnO,[88] this
cannot explain the defect emission in all ZnO nanostructure
samples, especially those where defect emission exhibits
strong dependence on annealing temperature and atmos-
phere which would be more consistent with an intrinsic
defect rather than Cu impurity. Other hypotheses include

Figure 8. Room-temperature PL spectra of different nanostructures:
1) Tetrapods, 2) needles, 3) nanorods, 4) shells, 5) highly faceted
rods, 6) ribbons/combs.

Figure 7. Illustration of the calculated defect energy levels in ZnO
from different literature sources (data marked with the subscript “a”
originate from Ref. [85], those marked with “b” stem from Ref. [87],
and those marked with “c” originate from Ref. [86]). VZn, VZn

! , and
VZn

2! denote neutral, singly charged, and doubly charged zinc vacan-
cies, respectively. Zni

o and Zni indicate neutral zinc interstitials,
while Zni

+ denotes a singly charged zinc interstial. VO
o and VO denote

neutral oxygen vacancies, while VO
+ denotes a singly charged

oxygen vacancy. Oi represents an oxygen interstitial. VOZni denotes a
complex of an oxygen vacancy and zinc interstitial.
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Optical Properties of ZnO Nanostructures

Better time resolution will allow us to observe initial electronic relaxation 
processes in the conduction band, as well as perhaps observe coupling to 
lattice phonons on the 100-300 fs timescale
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It’s a pump-probe station which  
will specialize in systems in solution 
The envisioned techniques available will be: 
X-ray absorption (XANES, EXAFS) 
X-ray emission (XES, RIXS) 
Diffuse scattering (SAXS, WAXS) 
Nanocrystal diffraction using a liquid jet delivery system 
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SwissFEL!
2-12.4 keV!

<1 fs to 50 fs!
100 Hz

X-ray !
focussing!
mirrors

X-ray!
monochromator

Vacuum!
Chamber

X-ray!
fluorescence!

detector

X-ray!
emission!

spectrometer

Ultrafast laser system!
200 nm - 3 μm!
>50 μJ and 25 fs

recombination. In the absence of this information, the
present study would hardly be practicable.

The principle of our experiment is as follows: One
starts by exciting a dilute I2=CCl4 solution with a femto-
second optical pulse. That generates a mixture of the
electronic states B and 1!u, which mainly dissociate
into ground state atoms. Hot iodine molecules I2

! with a
‘‘bond length’’ R0 " 4 !A are formed in less than 1 ps.
They then transform into either I2

! ! 2I or I2
! ! I2;

in the first case the atoms recombine nongeminately,
and in the second geminately. The reaction products are
monitored by a delayed x-ray probe pulse " seconds later.
Defined as the time-integrated energy flux S#q; "$ scat-
tered in a solid angle in the presence of the pump minus
the equivalent quantity in the absence of the pump, the
diffracted signal "S#q; "$ depends on two variables: the
scattering wave vector q and the time delay ".

The experimental setup is shown on Fig. 2. It comprises
the pulsed synchrotron source, a chopper that selects
single pulses of x rays from the synchrotron, a femto-
second laser, a capillary jet, and an integrating CCD
detector [23,24]. To increase the intensity of the dif-
fracted beam, an undulator formed by an array of 236 al-
ternating magnets was placed inside the vacuum vessel of
the synchrotron. In addition, the experiment used the
polychromatic beam from the undulator, which gives
rise to a gain in intensity of 450 as compared to a con-
ventional monochromatized beam. The images were
integrated azimuthally and were corrected for polariza-
tion and space-angle effects. Much attention was given to
the reproducibility of the diffracted signals. These pre-
cautions are necessary, the difference signal "S#q; "$
being only 10%2 to 10%4 of the solvent background.

The principle of our theoretical analysis is as follows:
The theory underlying the present work is a statistical
theory for time-resolved x-ray diffraction [25]. The elec-
tromagnetic fields are treated using Maxwellian electro-
dynamics and the molecular system is described by
quantum mechanics. The theory takes a simpler form in
the present case due to the time-scale separation of the
ultrafast optical and relatively slow chemical processes.
In spite of this simplification, some approximations are
still necessary. Only the electronic degrees of freedom
are considered quantum mechanically, whereas the others
were assumed to be classical. Time-dependent quantities
were all modeled using laser spectroscopic data [17–21],
whereas static quantities were calculated by molecular
dynamics simulations. None of these assumptions is be-
lieved to be restrictive.

Before we interpret the experimental data, we mention
an unexpected finding. The diffracted signal S#q$ &
S#q$I ' S#q$S of an I2=CCl4 solution is a sum of two
terms: S#q$I is associated with the iodine enclosed in its
solvent cage and S#q$S is due to the solvent [26]. Given
that only iodine molecules are excited, one would expect
the solvent signal S#q; "$S to stay constant and therefore
"S#q; "$S to vanish. This is not the case: the energy re-
leased by excited iodine molecules heats the solvent and
initiates its structural rearrangement and thermal ex-
pansion. The signature of this process is unexpectedly
large since it integrates all CCl4 molecules in the x-ray
illuminated volume. The signal is comparable to that
of iodine.

The q-resolved scans are first examined with " kept
constant (Fig. 3). We note that the information content
depends on the q range. (i) In the high q range, 4:3< q<
8:8 !A%1, the ‘‘naked’’ iodine structures are seen as they
relax progressively towards the ground state. This state-
ment is confirmed by the presence of oscillations similar
to those expected from gas-phase iodine. Their temporal
evolution agrees with the data from optical spectroscopy.
(ii) By contrast, in the low q range 0:5< q< 4:3 !A%1, the
thermal expansion of CCl4, heated by relaxing iodine
molecules, is observed. To check this conjecture, the
temperature and pressure changes "T#"$ and "p#"$
were calculated by solving linearized hydrodynamic
equations for systems containing a heat source [27].
Moreover, the static diffraction signal S#q$ was deter-
mined by molecular dynamics simulations. The latter
use 512 rigid CCl4 molecules plus one I2 molecule. We
found a good agreement between theory and experiment
which strongly supports the assumptions above.

The "-resolved scans are studied next with a fixed q
(Fig. 4). (i) When q < 4:3 !A%1, the signal increases with
time: the relaxing photoproducts revert to the ground
state; the solvent takes up the excess energy and ex-
pands. We expect this behavior to be quite general: the
cooling by the solvent generates necessarily thermal ex-
pansion. (ii) When q & 4:3 !A%1, the "-resolved signals
decrease with time: "S#q; "$ probes the relaxation of

FIG. 2 (color). Experimental setup: the x-ray pulses are gen-
erated by an undulator. The spectrum is centered at 0:67 !A
(18.5 keV) and its bandwidth width is d#=# & 0:03. The flux on
the sample is 5( 108 per pulse and the pulse length is 150 ps.
The solution is excited by 150 fs laser pulses at 520 nm, popu-
lating the electronic states 1!u and B. The common laser/x-ray
repetition frequency is 896.6 Hz and the exposure time 10 s per
CCD frame.
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medium-pressure nozzle connected to a heated sample reser-
voir (Ihee et al., 2001). Typically, the pressure at the nozzle is
about 5 torr when the backing pressure is about 100 torr. At
this condition, the ambient pressure inside the vacuum
chamber can be as high as 10!3 torr. To maintain a good
vacuum in adjacent chambers, differential pumping should be
employed. For both electron and X-ray diffraction experi-
ments, the carrier gas that is normally used in time-resolved
spectroscopic experiments is not desirable because the carrier
gas also contributes to the diffraction, thereby increasing
the background and deteriorating the signal-to-noise ratio.
However, a carrier gas of low-Z value such as helium can still
be used because of its relatively low scattering intensity versus
atoms with higher Z. Clusters of atoms or molecules can be
obtained as well by using a sufficiently high backing pressure.

4. Photochemistry in the liquid and solution phases

The chemistry in the solution and liquid phases has formed an
important field of research because many biological and
industrially important chemical reactions occur in solution.
The major challenge in understanding solution-phase chem-
istry arises from the presence of numerous solvent molecules
surrounding a solute molecule, leading to solute–solvent
interactions. The solute–solvent interaction often alters the
rates, pathways and branching ratios of chemical reactions
through the cage effect (Hynes, 1994; Frauenfelder &
Wolynes, 1985; Maroncelli et al., 1989; Bagchi & Chandra,
1991; Weaver, 1992). For example, the timescale of the
response of solvent molecules to electronic rearrangement of
solute molecules critically affects the rates of photochemical
reactions in liquid phase. Therefore, to have a better under-
standing of solution-phase chemical dynamics, it is crucial to
consider the complex influence of the solvent medium on the
reaction energetics and dynamics, i.e. the solvation effect.

It has been demonstrated that the solvent reorganization
response to a change in solute charge distribution is strongly
bimodal, that is, an initial ultrafast response owing to inertial
motions followed by a slow response owing to diffusive
motions (Impey et al., 1982; Maroncelli & Fleming, 1988;
Jimenez et al., 1994). The timescale of the former is of the
order of tens to hundreds of femtoseconds so, to resolve such
fast dynamics, it is required to have an experimental tool with
sufficient time resolution. In that regard, ultrafast laser spec-
troscopy in the optical and infrared regime has flourished in
studying reaction dynamics in solution phase owing to their
superb time resolution. While optical spectroscopies are
highly sensitive to specific electronic or vibrational states, they
are unable to provide information on global molecular struc-
ture. In contrast, time-resolved X-ray scattering (or diffrac-
tion) techniques can provide rather direct information on the
global structure of reacting molecules, complementing the
optical spectroscopy.

In recent years, we have witnessed that synchrotron-based
TRXD can serve as an excellent tool for studying elementary
chemical reactions in liquid and solution. For example, struc-
tural dynamics and transient intermediates in solution reac-
tions of small molecules and proteins have been elucidated
with a time resolution of 100 ps (Plech et al., 2004; Bratos et al.,
2004; Davidsson et al., 2005; Ihee et al., 2005a; Wulff et al.,
2006; Kim et al., 2006, 2009; Lee et al., 2008; Cammarata et al.,
2008; Ihee, 2009). However, owing to the limited time reso-
lution, TRXD has been only used for probing rather slow
processes leading to intermediates in quasi-equilibrium, with
ultrafast dynamics arising from the interplay between the
solute and solvent beyond its scope. Now that highly coherent,
sub-100 fs X-ray pulses are available for use with the advent of
XFELs, TRXD can reach the realm of optical spectroscopy in
its capability of resolving ultrafast processes. Thus, femto-
second resolution brought by the XFEL should allow inves-
tigation of ultrafast reaction dynamics in the presence of
solvent interaction.

Among the candidates for the first femtosecond solution-
phase TRXD experiment are diatomic molecules (I2 and Br2),
hydrocarbons (stilbene), haloalkanes (CBr4, CHI3, CH2I2,
C2H4I2 and C2F4I2), organometallic compounds [Platinum
Pop, ferrocene, Fe(CO)5, Ru3(CO)12 and Os3(CO)12] and
protein molecules (myoglobin, hemoglobin and cytochrome
c), which have been studied previously by using time-resolved
X-ray diffraction with 100 ps time resolution. In particular,
molecules containing heavy atoms will be promising since
heavy atoms give a large signal and thus a good contrast of the
solute signal against solvent background. In that regard,
iodine (I2) in solution is a good example for XFEL-based
time-resolved X-ray diffraction experiments. The photo-
dissociation and recombination of iodine in solution has been
regarded as a prototype example for the solvent cage effect
and thus has been a topic of intense studies (Meadows &
Noyes, 1960; Harris et al., 1988; Yan et al., 1992; Scherer et al.,
1993). As shown in Fig. 5, once an iodine molecule is excited to
a bound B state and relaxes to a repulsive 1! state, the two
iodine atoms start to separate as in the gas phase. However,

Acta Cryst. (2010). A66, 270–280 Kim, Kim, Lee and Ihee " Ultrafast X-ray diffraction 275

dynamical structural science

Figure 4
Schematic of the experimental set-up for time-resolved X-ray diffraction.
An optical laser pulse initiates the chemical reaction in the molecules
supplied by one of the sample-flowing systems, depending on the phase of
the sample. Subsequently, a time-delayed X-ray pulse synchronized with
the laser pulse probes the structural dynamics of the reaction. The
diffracted signal is detected by a two-dimensional CCD detector to record
the diffraction pattern.
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The ESA Instruments: Prime and Flex

ESA Prime 
• works under He or vacuum to use the 2-5 keV range 
• located at the 1 µm achromatic X-ray focus (KB mirrors) 
• emphasis is on combined scattering and spectroscopy 

measurements

ESA Flex 
• flexible station to accommodate user chambers and 

constrained geometries 
• ability to easily change the spectrometer position will 

provide the highest energy resolution and the ability to 
change the scattering geometry

C. Milne,        
J. Szlachetko 
and G. Knopp

ESA Flex

ESA Prime

KB mirrorsLaser table
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ESA Flex: In Action !

In-air flexible X-ray 
spectrometer that can 
switch from vertical to 
horizontal geometry first assembly Nov. 2014

A. Ammon 
and C. Seiler

SLS commissioning 
May 5-12
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ESA Prime: Pre-final design
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Lipidic cubic phase serial millisecond
crystallography using synchrotron radiation
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Lipidic cubic phases (LCPs) have emerged as successful matrixes for the
crystallization of membrane proteins. Moreover, the viscous LCP also provides a
highly effective delivery medium for serial femtosecond crystallography (SFX)
at X-ray free-electron lasers (XFELs). Here, the adaptation of this technology
to perform serial millisecond crystallography (SMX) at more widely available
synchrotron microfocus beamlines is described. Compared with conventional
microcrystallography, LCP-SMX eliminates the need for difficult handling of
individual crystals and allows for data collection at room temperature. The
technology is demonstrated by solving a structure of the light-driven proton-
pump bacteriorhodopsin (bR) at a resolution of 2.4 Å. The room-temperature
structure of bR is very similar to previous cryogenic structures but shows small
yet distinct differences in the retinal ligand and proton-transfer pathway.

1. Introduction

Structure determination by X-ray crystallography has devel-
oped continuously over the last century, yielding structures of
ever more difficult and complex molecules. An important
development is synchrotron-based microcrystallography,
which uses brilliant X-ray beams of a few micrometres in
diameter to collect data from very small weakly diffracting
crystals. Microcrystallography has matured over the last few
years (Smith et al., 2012), but structure determination using
microcrystals remains challenging and radiation damage limits
the achievable resolution for well ordered small crystals
(Garman, 2010a). Microcrystallography has been particularly
successful with membrane proteins grown in lipidic cubic
phases (LCP). Crystallization in LCP environments often
produces crystals that are highly ordered but limited in size.
Protein crystallization in LCP was introduced 18 years ago

with >10 Bragg peaks/total number of images) of 0.5–2%,
which is somewhat lower than the hit rates of 3–8% reported
for similar experiments with different samples at the LCLS
(Liu et al., 2013; Weierstall et al., 2014). This is probably due to
the lower crystal density in our setup, as crystal size and crystal
density were negatively correlated in our crystallization
screening and we achieved the best diffraction with crystals of
20–40 mm, much larger than what would be ideal for data
collection at an XFEL. Together with the lower data acquisi-
tion rate of 10–17 Hz at the ESRF compared with 120 Hz at
the LCLS, the lower hit rate meant that the collection of this
data set took 3 d. Nevertheless, only 0.8 mg of protein in
200 ml of LCP was needed.

Occasionally, two or three consecutive hits were recorded
on some of the larger (40–50 mm) crystals. Bragg spots
appeared and disappeared within this sequence of consecutive
images, indicating that the rotational diffusion of crystals in
the LCP within the 80 ms between two exposures is larger
than their mosaic spread. To investigate this further, a
computer program was written to compare the orientations of
crystals in adjacent frames using the data stream output from
CrystFEL. For the fraction of data acquired with a 25 ms
exposure time (81% of the total frames), 1088 frames (26% of
the successfully indexed patterns) were found to be part of a
rotation series. The mean series length was 2.2 frames and
the maximum series length was 4 frames. Such a series of

consecutive diffraction patterns might be useful for indexing
and integration, as it resembles a small wedge of rotation data
similar to those typically collected in conventional crystal-
lography. A further reduction in the LCP flow rate and an
increase in the frame rate could thus be used to collect more
images from the same crystal and increase the overall data
collection efficiency.

3.3. Data processing and map calculation

We collected 1 343 092 images, of which 12 982 were clas-
sified as hits using the Cheetah program (Barty et al., 2014),
giving an average hit rate of !1%. A large fraction of the
frames were found to exhibit artifacts in one quadrant of the
detector, and this quadrant was therefore ignored for all stages
of analysis. The unit-cell parameters were determined to be
a = b = 62.79 Å and c = 109.67 Å in space group P63 during
initial indexing of a subset of the data, consistent with the
known lattice of bR crystallized in LCP. Of the initial hits, 5691
images were successfully indexed and integrated by CrystFEL
(Version 0.5.3a+e2c7dbd5) without difficulty. However, the
space group of bR crystals is subject to an indexing ambiguity
[see White et al. (2013) for an extensive discussion], which was
resolved by CrystFEL using an algorithm related to one
recently developed for this purpose [Brehm & Diederichs
(2014); see Liu & Spence (2014) for a solution based on an

expectation maximization algorithm],
prior to merging the individual intensity
measurements for each symmetrically
unique reflection according to point
group 6/m (i.e. Friedel pairs were also
merged). The resolution limit of the
diffraction signal in the merged inten-
sities was judged as 2.4 Å, based on
signal-to-noise ratios, CC*, visual
inspection of the density (Supplemen-
tary Fig. S2) and suggestions by the
PDB Redo web server (Joosten et al.,
2012).

For comparison against this SMX
data, we harvested a single bR crystal of
!50 " 50 " 10 mm and collected data
at the Swiss Light Source under cryo-
genic conditions. This conventionally
collected data set (Cryo) has a resolu-
tion of 1.9 Å with no detectable signs
of twinning (as determined by
Phenix.xtriage; Adams et al., 2002). We
confirmed this finding using several
other single crystals, as all previously
described bR crystals grown in LCP
show various degrees of twinning
(Wickstrand et al., 2014). It is possible
that this improvement in crystal quality
is due to a change in crystallization
conditions, since we used polyethylene
glycol as precipitant to avoid high
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Figure 2
The experimental setup at the ID13 microfocus beamline. (a) (1) Microscope focused on the jet. (2)
LCP injector with (3) nozzle close to the beamstop. (b) A view of the LCP nozzle as seen through
the microscope. LCP was extruded towards the left as viewed in this projection, and the X-ray beam
hits the stream at a distance of 40 mm from the end of the coned capillary. The capillary ID is 50 mm.
A co-flowing gas stream (green arrows) keeps the LCP stream straight. (c) Schematic diagram of the
setup. The water used to drive the injector is shown in blue, the LCP in red and the gas in green. (d)
An SMX diffraction pattern from a bR microcrystal, with visible Bragg spots extending out to 2.2 Å
resolution.

Tested LCP jet at ESRF microfocus 
beamline and under pump-probe 
conditions at LCLS (CXI)

bacteriorhodopsin in LCP

media courtesy of Przemek Nogly

J. Standfuss, P. Nogly, 
G. Schertler (BIO)
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Photo-damage and repair mechanisms in DNA

W. Zinth et al. EPJ Web of 
Conferences 41, 07005 (2013)

tions. Some conformations are simply impossi-
ble because of backbone constraints. Thus, a
single CPD isomer (the cis-syn isomer shown in
Fig. 1) is formed in UV-irradiated oligo- and poly-
nucleotides, whereas two thymine molecules
diffusing freely in aqueous solution yield all six
stereoisomers (1). Because DNA is moderately
flexible, a vast number of conformations exist.
Some of these have the bases positioned favor-
ably for a reaction, whereas others do not. DNA
is highly dynamic, and motions such as the stack-
ing and unstacking of bases, base-pair breath-
ing and opening, torsional oscillations, and helix
bending will incessantly bring a given bipyrimi-
dine doublet into and out of favorable geome-
tries for dimerization. The impact of these
motions on the reaction kinetics depends on
how their rates compare to the rate of reaction
by favorably oriented bases (9). Direct kinetic
measurements of dimerization can thus elucidate
the potentially complex interactions between
conformational dynamics and photodamage.

In an excited-state reaction, motion along the
reaction coordinate occurs in competition with
energy-wasting steps such as fluorescence and
internal conversion to the electronic ground
state. In the past few years, it has become pos-
sible to directly observe the dynamics of excited
electronic states in DNA model compounds by
femtosecond spectroscopy (10, 11). It has been
proposed that the very high rate of nonradiative
decay by the singlet pp* (1pp*) states of sin-
gle nucleobases can greatly restrict photodam-
age (10). However, recent work has revealed the
presence of additional, rather long-lived singlet
states in DNA (11) and single bases (12). In oligo-
deoxynucleotides, lifetimes of <1 ps to >100 ps
have been observed, depending on base stacking
and base sequence (11). Additionally, at least
10% of all singlet excitations in single pyrimi-

dine bases such as thymidine 5′-monophosphate
(TMP) decay to singlet np* (1np*) excited states
with lifetimes in excess of 10 ps (11). Kinetic
measurements can determine which of these di-
verse excited states is the dimer precursor.

Past efforts to observe dimerization kinetics
have been unsuccessful. It has been shown by
flash photolysis that photodimers are formed in
the all-thymine oligodeoxynucleotide (dT)20 in
<200 ns, the time resolution of the laser system
that was used (13). Femtosecond transient elec-
tronic spectroscopy (11) has not provided direct
evidence for dimer formation because CPDs do
not absorb at wavelengths longer than ~270 nm.
Because of its chemical bond specificity, vi-
brational spectroscopy can often unambiguously
identify transient species and stable photo-
products (14). We therefore recorded time-
resolved infrared spectra of a DNA model
compound that was excited by a femtosecond
UV pump pulse (15). The system studied was
single-stranded (dT)18, which was chosen in
order to maximize the number of dimers that
were formed with each laser pulse. In this DNA
model system, every absorbed photon excites a
residue that is capable of dimerization. Quan-
tum yields in the closely related systems poly(dT)
(0.033) (16) and (dT)20 (0.028) (13) are among
the highest reported for any DNA compound. In
contrast, the dimerization quantum yield is over
30 times lower in double-stranded genomic DNA
(17). This large reduction is due to the low fre-
quency of TT doublets and the absorption by
nonthymine bases in mixed-sequence DNA.
After presenting our results for (dT)18, we will
discuss the implications for double-stranded nu-
cleic acids.

Steady-state infrared (IR) absorption spectra
of (dT)18 in D2O were recorded before and
after UV irradiation at 266 nm, in order to lo-

cate IR marker bands that were indicative of
dimerization. In the spectrum obtained before
UV irradiation (black curve in Fig. 2A), three
strong bands were observed at 1632, 1664, and
1693 cm−1. These bands, which arise from
double-bond stretches associated with the two
carbonyl groups and the C5=C6 double bond
(18), bleached strongly after several minutes
of UV exposure (Fig. 2A). Difference spectra
were calculated by subtracting the steady-state
IR spectrum from each spectrum of the UV-
irradiated oligomer (Fig. 2B). Negative bleach-
ing signals were apparent in the double-bond
stretching region above 1600 cm−1. In addition,
positive peaks between 1300 and 1500 cm−1

grew in with increasing exposure time. The IR
absorption spectrum of the photoproduct (solid
curve, Fig. 2C) was obtained from the differ-
ence spectra in Fig. 2B by target analysis (19),
assuming that a single photoproduct is formed.
In fact, a pyrimidine (6-4) pyrimidone photo-
adduct is also generated at TT doublets, but it

Fig. 1. Schematic of the
photodynamics of the DNA
oligomer (dT)18. The DNA’s
sugar-phosphate backbone
is shown as a gray ribbon
in the partial structures.
UV excitation populates a
singlet pp* state. This state
decays overwhelmingly via
internal conversion (IC) to
the S0 ground state. To a
smaller extent, the pop-
ulation of the pp* state
branches to a singlet np*
state. Intersystem crossing
to a triplet state has been
detected in thymine but
not in polymeric DNA. Fi-
nally, the pp* state can
decay to a dimer photo-
product (middle residues
with new bonds shown in
red) if a reactive conforma-
tion is present at the time
of excitation.
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Fig. 2. (A) IR absorption spectra of (dT)18 (partial
structure shown at right; Me, methyl) in D2O after
exposure to UV laser pulses at 266 nm for the
times indicated. (B) Difference IR spectra from
the data in (A). (C) IR absorption spectrum of
the photoproduct obtained from the data in (B)
by target analysis (solid curve), showing three
distinctive marker bands between 1300 and
1500 cm−1. The IR absorption spectrum of (dT)18
before UV irradiation is shown for comparison
(dashed curve). (D) Steady-state IR absorption
spectrum of the cis-syn dimer model compound
in D2O (structure shown at right).
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CPD dimer 
formation is in 
less than 1 ps

DNA backbone strain will be 
evident in the Phosphorus 
K-edge X-ray signals

DNA XAS measured in solution (J. Czapla-Maszatafiak et al.)

Simulations indicate P K-edge XAS 
is sensitive to lesion formation

Can we follow the ultrafast electronic and structural 
damage formation ?
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