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● No global state.

● Zero knowledge about the experiment.

● Zero beamline specific logic.
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Backend customization
● On the fly corrections.
● Image manipulation.

API server customization
● State machine.
● Configuration validation.

Writer customization
● File format.
● Additional fields.

Preview customization
● Preview format.
● Refresh rate/strategy.

● Base components same for all deployments.

● Beamline customizations in separate repositories.

● Customizations do not change the base components.
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dockerdocker

condacondacondacondaconda

● Everything is an Anaconda package.

● Components can be run inside docker containers.

● Setup servers with Puppet.
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Writer

ServerServer

● Distribute the backend.

● Distribute the writer.

● Transparent to the user.
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● Isolate the user from your architecture.

● Provide a stable and generic API.

● A good versioning and deployment strategy is key.
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● Stream protocol

○ https://github.com/datastreaming/mflow

○ https://github.com/datastreaming/htypes

● Detector client

○ https://github.com/slsdetectorgroup/slsDetectorPackage

● Writer

○ https://github.com/paulscherrerinstitute/lib_cpp_h5_writer

● API server

○ https://github.com/datastreaming/detector_integration_api

Links

Interested in joining our efforts? We are hiring!
https://www.psi.ch/pa/job-opportunities/1740

https://github.com/datastreaming/mflow
https://github.com/datastreaming/htypes
https://github.com/slsdetectorgroup/slsDetectorPackage
https://github.com/paulscherrerinstitute/lib_cpp_h5_writer
https://github.com/datastreaming/detector_integration_api


Questions ?


