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Introduction
The ongoing developments in accelerators, detectors and experiment automation is leading to a rapid growth
of data generated during experiments. A viable solution is utilizing suitable infrastructures that allow addi-
tional remote high performance capacity for processing and analysis of data from the experimental facilities
with larger data volumes and higher processing needs. The SELVEDAS project proposes a hybrid cloud infras-
tructure, offering scalable and extensible services for data management and analysis to Swiss academic users
by leveraging high performance computing (HPC), storage, networking as well as cloud technologies and or-
chestration. The on-demand services perform as a highly efficient remote data processing system providing
fast feedback and analysis with the long time storage and archival of petabytes of data.

Approach
Hybrid cloud
The SELVEDAS project develops a hybrid cloud extension to the PSI infrastructure by giving access to the su-
percomputing resources at CSCS for experiment data analysis. The solutions rely on the easy transferability
of workloads between systems comprising of HPC and cloud technologies. The architecture is data-driven
(figure 1). The proposed services at CSCS are accessible through a RESTful API, FirecREST.

Figure 1:

On demand service
Online analysis at PSI refers to processing of data while the scientist is using an instrument. Hence an on-
demand service for advance resource reservation is implemented to realize the requirement of availability
and to provide a tight feedback loop for the experiments 1. To end users, HPC resources can then be of no
differences from the facility’s on-site IT infrastructure resources.

Data catalog extension
Since 04/2018, CSCS and PSI jointly operate the PetaByte Archive located at CSCS. The PetaByte Archive pro-
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vides user services for long term data storage and retrieval of experimental data from PSI large scale facilities.
Archiving and retrieval of data is facilitated by the Data Catalogue (SciCat). The SELVEDAS project extends
SciCat by integrating it with the FirecREST API and provides services for the analysis of experiment data
stored in the PetaByte Archive at CSCS (figure 2).

Figure 2:

Cross-site authentication
Authentication and authorization are based on the PSI user account and access rights. PSI client uses service
accounts from CSCS for accessing FirecREST API (figure 3). This separation of responsibilities frees PSI users
from needing CSCS’s personal accounts, improves user scalability, and allows decentralized authentication
since it’s done directly by PSI clients to an OIDC server (Keycloak) in CSCS.

Figure 3:

Performance Result
The performance evaluation is tested on the typical experiment dataset. Figure 4&5 reports results of work-
flows and the job submission, one compared between two workflows with the large and small dataset, and
another one compared between different GPUs for the job submission.



Figure 4:

Conclusion
The SELVEDAS project demonstrates the feasibility of a hybrid cloud infrastructure supporting on-demand
services with fast feedback analysis and analysis for archived data on the petabyte archive. The approach has
been developed to provide the flexibility and extension to allow other institutions or domains to adopt similar
approaches.
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