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Atomic parity violation in radium

Weak interaction leads to parity 
violating effects in atomic transitions 
→ enhanced in heavy atoms (∝Z3) due 
to large overlap with nucleus

Extract Weinberg angle using precision 
atomic calculations 
→ Needs knowledge of the radium 
charge radius with 0.2% accuracy
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Atomic parity violation fixes weak interaction 
properties at low momentum

LETTER RESEARCH

‘PVES fit’), which is = . ± .Q 0 0719 0 0045w
p . Below we discuss the sensi-

tivity of this result to variations in the experimental and theoretical 
input used to determine it.

Just as the proton’s weak charge depends on its u and d quark content 
(see equation (1)), the weak charge of other nuclear systems depends 
on their (different) u and d quark content. Because ep, e2H and e4He 
data are included in the global fit, C1u and C1d are reasonably well deter-
mined. However, if the very precise atomic-parity violation (APV) 
result14,15 on 133Cs is also included in the global fit, C1u and C1d can be 
determined with greater precision and then used to extract the neu-
tron’s weak charge = − +Q C C2( 2 )w

n
1u 1d . We note that inclusion or 

exclusion of the APV result has negligible impact on our result for Qw
p, 

which is derived from the intercept of the global fit. The results for C1u, 
C1d, Qw

p  and Qw
n obtained by including APV in the PVES global fit, 

which are listed in Table 1 as ‘PVES fit + APV’, are in agreement with 
the standard-model values2.

While our preferred result is based on the data-driven analysis of 
PVES fit, the final determination of the weak charge of the proton 
does not change appreciably with additional theoretical constraints. 
One of the dominant uncertainties in the term B(Q2, θ) of equation 
(3) arises from the knowledge of the strange-quark contributions. 
These have been determined very precisely in recent theoretical  
calculations16,17 employing lattice quantum chromodynamics 
(LQCD). Using these theoretical results to constrain the extrapolation 
to Q2 = 0 results in a slightly lower weak charge and a reduction in 
the uncertainty, as shown in Table 1 (‘PVES fit + LQCD’). The APV 
result was not included in this determination of Qw

p ; its inclusion 
makes negligible difference.

Because the proximity to threshold (Q2 → 0) and precision of our 
Qweak result overwhelmingly dominate the fits described above, it is 
possible to go one step further and use the Qweak datum by itself to 
determine Qw

p. The fact that the strange and axial form factors contri-
bute so little at the kinematics of the Qweak experiment (0.1% and 2.5%, 
respectively) also helps motivate this consistency check. Using the same 
electromagnetic form factors9 as in the fits above, the same lattice  
calculation16 for the strange form factors, and following the extraction 
method of ref. 18 for the axial form factor, the Qw

p  result obtained by 
using just the Qweak datum falls in-between the consistent results of the 

other determinations described above, which employ the entire PVES 
database (see Table 1, ‘Qweak datum only’). The uncertainty of the Qw

p 
result in this case includes an additional uncertainty (4.6 p.p.b.) due to 
the calculated form factors, but is only 4% larger than the uncertainty 
of the global fit result, which uses the entire PVES database. The dom-
inant correction, from the electromagnetic form factors (23.7%), is well 
known in the low-Q2 regime of the Qweak experiment.

The Qw
p  determinations described above can be used to test the  

prediction of the standard model for sin2θW, the fundamental  
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Fig. 3 | Variation of sin2θW with energy scale Q. The modified-minimal-
subtraction (MS) scheme is shown as the solid curve2,19, together with 
experimental determinations at the Z0 pole2 (Tevatron, LEP1, SLC, LHC), 
from APV on caesium14,15, Møller scattering (E158)22, deep inelastic 
scattering of polarized electrons on deuterons (e2H; PVDIS)23 and from 
neutrino–nucleus scattering (NuTeV)24. It has been argued25, however, 
that the latter result contains substantial unaccounted-for nuclear physics 
effects, such as neutron-excess corrections to the quark momenta, charge-
symmetry breaking and strange-quark momentum asymmetries. Our new 
result is plotted in red at the energy scale of the Qweak experiment, 
Q = 0.158 GeV (slightly offset horizontally for clarity). Error bars (1 s.d.) 
include statistical and systematic uncertainties.
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Fig. 4 | Mass and coupling constraints on new physics. a, Constraints, 
at the 95% confidence level, on the axial-electron–vector-quark weak-
coupling constants C1u and C1d, derived from the weak charge determined 
in this experiment using the global fit method ‘PVES fit’ (blue band) and 
the APV result2,14,15 on 133Cs (gold band). The combined (95% confidence 
level) constraint is shown by the black ellipse. Contours of the mass reach 
Λ/g for new physics with coupling g to arbitrary quark-flavour ratios are 
indicated by dashed circles centred about the standard-model values2 
of C1u and C1d, which are denoted by the red square. b, Mass reach Λ/g 
(95% confidence level) as a function of the quark-flavour mixing angle 
θh for the Qweak ‘PVES fit’ result (blue curve), for the 133Cs APV14,15 
result2 (gold curve) and for both results combined (black curve). The two 
maxima in the blue curve at θh = tan−1(nd/nu) = tan−1(1/2) = 26.6° and 
206.6° correspond to Λ−/g = 8.4 TeV and Λ+/g = 7.4 TeV in equation (4), 
respectively.
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Charge radii in nuclear physics

Large efforts at ion beam facilities to determine charge radii
Wealth of information on nuclear properties from laser spectroscopy
Need electron scattering or muonic atom spectroscopy for absolute radii
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Kluge and Nörtershäuer, Spectrochim. Acta B 58, 1031 (2003) 
Blaum et al. Phys. Scr. 2013 014017 (2013)

Isotopes probed by laser spectroscopy
black: stable isotopes
red: unstable isotopes

Nuclear chart
grey: all known isotopes
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What about radioactive atoms?

Most of the stable isotopes have been measured 
with muonic atom spectroscopy

In a few special cases also radioactive isotopes, 
e.g. americium

The paper describes the americium target as 
“modest weight of 1 gram”

Nowadays: 0.2 μg of 241Am allowed in 
experimental hall…
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Volume 161B, number 12,3 PHYSICS LETTERS 24 October 1985 

odd-odd isomer and the 241Am ground state 
provides qualitatioe evidence for a large nuclear 
deformation of the fission isomer. A quantitative 
interpretation of these data, however, requires 
detailed knowledge of charge-distribution parame- 
ters for the ground states of 241Am and 243Am since 
the relative optical isotope shift between heavy 
nuclei is dependent [5] upon the difference in their 
optical m o m e n t s  A<r°pt).  The optical moment can 
be expressed as a weighted sum over even 
moments of the nuclear charge distribution: 

1 
= C F 2i <r°Pt) ~11 E i <  )- 

T h e  Seltzer coefficients G(Z),  which depend on 
the electronic structure of the element, are 
tabulated in ref. [6]. The mean square nuclear 
charge radius <rE), represented by the first 
coefficient, C 1, is the main contributor to the 
isotope-shift effect; in americium the higher terms 
contribute about a 5% correction. 

Multigram samples of high-isotopic-purity 
transuranic nuclides have become available as a 
result of the heavy element program of the US 
Department of Energy. Thus it is now feasible to 
determine the nuclear charge distributions of 
heavy elements by muonic X-ray hyperfine spec- 
troscopy. We describe here the results of such an 
experiment on 241Am and 243Am, the highest Z, 
shortest lived isotopes yet studied by muonic 
X-ray hyperfine spectroscopy. 

The experiments were performed at the stopped 
muon channel of the Los Alamos Meson Physics 
Facility (LAMPF) with equipment and procedures 
described in detail elsewhere [7]. The I gram 241Am 
and 243Am targets (isotopic purity > 99%) were 
prepared at Oak Ridge National Laboratory. Each 
target consisted of a 1 in diameter disc of 
compressed oxide doubly encapsulated in 
aluminum. These targets, together with a :08 Pb 
target that provided energy calibration lines [8], 
were simultaneously exposed to the stopping 
muon beam. A :4Na source placed near the Ge(Li) 
spectrometer provided additional calibration lines 
for the L and M muonic X-rays of americium, and 
other off-line sources provided a linearity calibra- 
tion for the data-acquisition system. Portions of 
the muonic K X-ray spectra for 241Am and 243Am 
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Fig. 1. Portions of the muonic K X-ray spectra for 241Am and 
243Am. The vertical lines indicate the energies and relative 
intensities of the hyperfine components calculated from the 
fitted nuclear charge distribution parameters. 

are shown in fig. 1. The intense natural radioactiv- 
ity of the americium targets, and their modest 
weight (dictated by safety considerations) resulted 
in data that are inferior in statistical accuracy and 
signal-to-noise ratio compared to data from 
nonradioactive targets. 

The nuclear charge density was represented in 
our analysis by a Fermi distribution as modified 
by Bracket al. [9] to include nuclear deformation. 
We assume that the same functional form, namely, 

p = (Z/4~'R3) [1 

(r-Ro(l+bo+fl2Y2o+fl4Y4o))] -1 
+ exp a 

describes all the isotopes of interest here, including 
the fission isomer. For each nucleus this para- 
meterization involves an equivalent spherical 
half-density nuclear radius R 0, quadrupole and 

76 

Johnson et al., Phys. Lett. 161B, 75 (1985)

Cannot stop muons directly in microgram targets 
Need new method!
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Our radioactive targets

5.5 μg target material allowed
Gamma rate of ~400 kHz from all daughters
Interest from atomic parity violation
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248Cm, 3x105 y

244Pu, 8x107 y
α: 92%

SF: 8%

32.6 μg target material allowed
Heaviest nucleus accessible



Andreas Knecht

Transfer reactions

Stop in 100 bar hydrogen target with 0.25% 
deuterium admixture

Form muonic hydrogen μp

Transfer to deuterium forming μd, gain binding 
energy of 45 eV

Hydrogen gas quasi transparent for μd at  
~5 eV (Ramsauer-Townsend effect)

μd reaches target and transfers to μRa

Measure emitted X-rays from cascade

�7

μ- 
µp

µd

Inspired by work of Strasser et al.  
and Kraiman et al.

µRa
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Simulation of transfer

Developed simulation to predict efficiency of transfer
Momentum of beam determines stopping distribution with respect to the target
Deuterium concentration determines speed of transfer but limits range due to μd+D2 
scattering
~1% efficiency for 5 μg radium target expected
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7.2. Optimization of the transfer e�ciency 85
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Figure 7.7.: ??? caption

also see that an optimal seeting of beam momentum is more important for a
high transfer e�ciency than using the optimal deuterium concentration. Fig.
7.7 b) shows the according 2D plot for a cooled target with a gas temperature
of T = 50K. The pressure has been scaled down linearly, so that the density
of the gas is the same as in the original muX configuration. Obviously, the
performance of the cooled target shows only small di↵erences from the per-
formance of the room-temperature target, i.e. the transfer e�ciency is not
sensitive to the temperature of the target. As we have already mentioned in
the discussion of Fig. 7.2 a), the width of the stopping distribution in the gas
volume decreases with increasing pressure, which allows to stop a larger frac-
tion of muons close to the target disk. For this reason, Figs.7.7 c) and d) study
the impact of a variation of the pressure on the transfer e�ciency. Neither a
high target pressure of p = 300 bar nor a low target pressure of p = 50bar yield
a higher transfer e�ciency than the original target with 100 bar. Apparently,
the increased collison rate in a high-pressure target compensates the positive
e↵ect of a narrower stopping distribution. Yet, the high-pressure configura-
tion might yield a slight increase in the absolute number of tranfers to the
target for another reason: In the muon beamlines of PSI, the rate of negative
muons in the beam grows with the beam momentum roughly with P 3

µ . Since
a higher target pressure requires an increase in beam momentum, it has a
positive e↵ect on the absolute number of muons entering the target. It is
questionable, however, whether this positive e↵ect is large enough to justify

85
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Results 2017

Measurement with 5 μg gold target as proof-of-principle
Spectrum taken over 18.5 h
Setup tested with high-rate gamma sources and uranium targets of a few mg
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Figure 14: Top: Spectrum of muonic X-rays from 5 µg of gold taken during 18.5 h. The lines
at 5.59 and 5.76 MeV are from the muonic 2p� 1s transition. The line at 5.5 MeV
is from pµd fusion and the ones at 5.45 and 5.78 MeV are calibration lines from
muonic 208Pb. Bottom: 2d spectrum showing the muonic X-rays as a function of
time (tDi↵) after a hit in the muon entrance detector.

16

Calibration events

2p-1s transition in μAu

0.2% shift in  
charge radius 
→ 10 keV shift in  
transition energy
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Radioactive targets 2018

Curium-248 target was made in Mainz by 
molecular plating method

Radium-226 target was made at PSI also 
by molecular plating methods

Handling and installation of target foils 
into gas cells was done in a glove box in 
the laboratories of the radiochemistry at 
PSI

�10

248Cm target
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Measuring radioactive targets

In the end we did not see any sign of curium x-rays
Electroplating inherently leads to organic layers on the target
The fact that we see the outline of the target clearly indicates a reasonably thick layer 
Tried several times to burn away organic layer on curium target, but without success
For radium there were unexpected issues with the plating  
→ only 1% of required target mass on target foil

�11

248Cm targetGold lines from 
backing plate

Expected positions of  
248Cm 2p-1s transitions
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Carbon coatings on gold

In order to understand the influence of the 
organic layer on our measurements prepared 
gold coatings with 100 and 500 nm carbon 
coating on top.

Results:
100 nm: 27% of gold x-rays left
500 nm: no gold x-rays seen

We are much more sensitive to organic layers 
than expected!
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Developments for 2019 campaign

Radioactive target developments:
Drop-on-demand technique in Mainz (for curium & 
radium)
Intermetallic targets at PSI (for radium)
Offline methods to measure O(10 nm) thick layers 
of organic contamination

Low-Z target cell to reduce background

Improved gas handling system to allow pre-mixing of 
D2/H2

Use of Miniball germanium array

�13
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Chemical forms of our targets
Curium-248

There will be contamination from curium-246 (~5%) → limits 248Cm mass to ~16 μg
Curium nitrate: Cm(NO3)3

Curium oxide: Cm2O3

Curium fluoride: CmF3

Transfer properties: oxide > fluoride >> nitrate

Radium-226
Radium nitrate: Ra(NO3)2

Radium oxide: RaO
Radium carbonate: RaCO3

Radium fluoride: RaF2

Transfer properties: oxide > fluoride > carbonate >> nitrate

�14
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Beam request 2019

3.5 weeks of beam time for measurement of charge radius of 248Cm and 226Ra
1.5 weeks of setup
2 weeks of data taking

Beam time for muon capture measurements: 2 weeks of data taking

Additional test requests using the muX setup:
2s-1s measurements: 1 week
Elemental analysis (μSR): 1 week 

�15
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muX collaboration
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Addendum to Proposal

Muon capture measurement on nuclei 
relevant for double beta decay (82Kr, 130Xe)

Compare measurements to nuclear shell 
model predictions for 24Mg as a benchmark 
for NSM to calculate higher mass nuclei

Measure muon capture rates and branches 
to the different daughter isotopes

�18

energy photons, typically below 100 keV, which should therefore be equipped with a
thin, low-absorptive beryllium entrance window.

As it was mentioned above, isotopically enriched targets are strongly preferable. On
the other hand, measurements with the natural targets are also important for comparison
and identification of numerous �-lines in all measured spectra. Table 2 lists the targets
which we propose to investigate in the present study.

Table 2: Proposed targets to use in the present µ-capture experiments, in forth column
the element mass is presented (not the target mass in case of powder).

target enr-ment composition element thickness
mass mg/cm2

82Kr 99.9% Kr gas 1.0 l (1 atm.) 37.3
natKr – Kr gas 1.0 l (1 atm.) 37.3
130Xe 99.9% Xe gas 1.0 l (1 atm.) 58.1
natXe – Xe gas 1.0 l (1 atm.) 58.1
24Mg 99.89% MgO powder 1.0 g 250

All information from the � detectors (on-line measurements) can be divided into
two types – events correlated and uncorrelated in time with the incoming muons. If
a signal from a � detector was not proceeded by a muon stopped in the target within
some time window W § – then the event is considered as Uncorrelated. In order to save
the disk space, in previous experiment it was recorded not as a separate event, but only
as a part of an energy U-spectrum. Here, we will greatly profit from the muX data-
acquisition system that allows a trigger-less recording of all the individual events and
the event sorting to be done offline.

A typical U-spectrum (Fig. 4) includes � lines of natural (40K, U- and Th-chains)
and technogenic (60Co, 137Cs) background, as well as beam-induced (n, �)-reactions.
The above lines can be used to calibrate the detectors and monitor the stability of
their parameters. The OMC products are unstable and can decay emitting �-rays. The
intensity of these �-lines in the U-spectrum allows to extract the yield of corresponding
isotopes/isomers.

The most informative are Correlated events which, contrary to uncorrelated ones,
occur within the W time window immediately after the µ-stop. The main percentage
of such events is caused by a cascade of so-called muonic X-rays (µX) – high energy
photons emitted by muonic atom during its transition to 1s-state from a Rydberg one
(Fig. 5a). The de-excitation process takes place within picosecond time interval which
is negligible in our case, so that µX-rays are considered as true Prompt radiation.

As far as each µ-stop in the target is surely followed by the characteristic µX-rays,
the intensity of their energy spectrum reflects the number of µ-stops exactly in the given

§ The duration of W should be set at a level of few microsecond depending on the expected muon life
time in the given target.
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FIG. 1: Schematic representation of �� decay of (even,
even) nucleus as two consequent virtual transitions via ex-
cited states of intermediate (odd, odd) nucleus. OMC on the
(A,Z+2) daughter nucleus used as a target could provide the
information about right virtual transition. Any admixture of
the heavier (A+1,Z+2) isotope would cause intensive popu-
lation of the same intermediate states, thus disturbing the
result.

normally is by an order of magnitude less intensive than
a similar one followed by emission of one or two neutrons:
(µ, ⌫n), (µ, ⌫2n). As a result, even a small pollution of
the target with heavier isotopes (A+1) or (A+2) could
lead to a parasitic population of the same excited states
of the daughter nucleus and thus disturb the information.
So, from the experimental point of view, it is very impor-
tant to use isotopically enriched targets without signifi-
cant content of (A+1) or (A+2) isotopes. In this work
we describe µ-capture measurements on isotopically en-
riched 48Ti, 76Se, 82Kr, and 150Sm, whose parent nuclei
are unstable against �

�
�
� decay, and on 106Cd, which

is the parent nucleus in (�+
�
+)/(�+EC)/(ECEC) decay.

The preliminary results of this work are also published
in [12].

II. EXPERIMENT

The experiments were performed during three mea-
suring campaigns at the µE4 and the µE1 beam-lines
of the Paul Scherrer Institute (Villigen, CH). Negative
muons were produced from backward emitted, in-flight
pion decays yielding a muon momentum centered around
20–30 MeV/c.

The target arrangement sketched in Fig. 2 consisted of
an active aperture defining veto-counter system C0 at the
entrance of the target enclosure, two thin (0.5 mm) pass-
through counters C1 and C2 followed by the actual target
area surrounded by a cup-like counter C3. The target
enclosure is constructed to accommodate both solid and
gaseous materials. The C3 counter plays several roles:
being a gas vessel itself, together with the pass-through
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m
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PMT-1

PMT-3

HPGe-1

HPGe-2

C2

C1
target

C3

Light-guide

C0

FIG. 2: Schematic layout of the µ beam line and the target
arrangement: the aperture defining veto-counters (C0), the
trigger counters (C1,C2), the target area, the veto counter
(C3) and the HPGe-counters surrounding the target area. Up
to 4 HPGe detectors have been placed around the target. The
target enclosure was constructed to accommodate solid (like
in this figure) as well as gaseous materials.

counters it is used to define a µ-stop trigger:

µstop = C0 ^ C1 ^ C2 ^ C3, (1)

as well as to discriminate against high-energy electrons
from muon decay1. Beam momentum and position were
tuned in such a way that maximizes intensity of µX-rays
from the target and minimize those originating from the
surrounding material. Under optimal conditions more
than 95% of the data sample corresponded to muons
stopped in the target material. Typical µstop rates during
the experiments were between 7.5·103 s�1 and 2.5·104 s�1

and total acquisition times for the spectra were between
50 h and 150 h depending on the target and isotopic en-
richment.
The µX-rays and the delayed �-rays following µ-

capture were detected with four independent semi-coaxial
HPGe detectors placed around the target at a distance
of about 7–10 cm. High-energy radiation accompany-
ing muon decay causes partial saturation of the analog
electronics and the appearance of artifacts in an energy
spectrum. To reduce this e↵ect, the shaping times of the
spectroscopic amplifiers needed to be reduced to 1–2 µs,
which worsened the energy resolution, but improved the
general detector response function.
Three large-volume detectors (Ge-1 – Ge-3) were se-

lected for detection of photon energies up to 10 MeV
with good e�ciency. The fourth (smaller) detector was
dedicated to the detection of low-energy photons, typi-
cally below 100 keV, and was therefore equipped with a
thin, low-absorptive beryllium entrance window.

1 Beta-decay of the muons stopped in the target area is a back-
ground process alternative to OMC. Electrons emitted have very
high energy (up to 50 MeV), disturb operation of Ge detectors
and produce intensive bremsstrahlung.

Zinatulina et al., arXiv:1803.10960 (2018) 
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Background Measurements
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Figure 7: Measured energy spectra for three di↵erent target configurations within a time win-
dow of -100 to 1000 ns around a muon event: i) The 248Cm target with the cell filled
with the deuterium/hydrogen mixture. ii) An empty cell with the muons directly
hitting the aluminum at its back. iii) A long cell filled with pure hydrogen. The up-
per plot shows the spectra without the anti-coincidence of the electron veto detectors
and below with the veto. For more details see text.
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Developments for radioactive targets

�20Figure 13: Alpha spectrum of a thorium target on palladium before (A, grey) and after reduc-
tion (B. black). Picture from [19].

• Development of low-Z target cell. The backing disk for the radioactive material will be
based on glassy carbon. Additionally, the holder and support grid of the target window
will be made entirely out of carbon fiber.

• Reduction of the size of the entrance detector vacuum housing in order to provide more
access for germanium detectors without blocking the line-of-sight to the target cell.

• Smaller veto scintillators around the target cell against Michel electrons. Likewise this
will provide more access for germanium detectors. Additionally, we will reduce the
thickness of the plastic scintillators from 4 and 5 mm to 1 mm in order to reduce the
interaction of low-energy X-rays with the scintillators.

• Upgrade of the gas system that allows a pre-mixing of the hydrogen and deuterium before
filling it into the gas cell - see Section 8. As an alternative, we are also considering to
buy already pre-mixed gas bottles.

• We are still pursuing the final discussions with the Miniball collaboration about the
deployment of their Miniball germanium clusters at PSI, which is made possible by the
long shutdown 2019/2020 at CERN. While the clusters will travel to Riken in 2020,
they could be available to us in 2019. Depending on the outcome we will employ up
to 6 Miniball clusters (and the Miniball mounting frame) instead of the detectors so far
obtained from the French/UK germanium loan pool [1].

11 Beam request 2019

We request a total of 3.5 weeks of beam time in 2019. This will be distributed on 1.5 weeks of
setup and getting the germanium array operational and two weeks of data taking. Due to the
development time needed for the radioactive targets an allocation beginning of October 2019
is preferred.
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Raman spectroscopy

Equilibration of D2 in gas systems takes days/weeks!

�21

7.1. Comparison of simulation results and experimental data 79
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Figure 7.7.: Superimposed Raman spectra for various samples which were taken from the
gas volume. The Raman lines are marked with the corresponding molecules.
The plots correspond to the similar data as in Fig. 7.8 but for another zoom
level. For all samples, a gas mixture of 100 bar H2 with an admixture of 2%
D2 was prepared. tDi� corresponds to the time between preparation of the gas
mixture and extraction of the sample. (a) compares spectra for samples that
were taken one day or less after the preparation of the mixture. (b) compares
the spectra for times tDi� � 1 d with the spectrum for the extraction via
outlet B (see Fig. 7.6). The sample via outlet B was extracted directly after
preparation of the gas mixture. All Raman spectra have been subtracted
by the background level measured during the Raman run. This background
subtraction failed for the black curve due to a light spot in the Raman cell
which has not been covered properly. (courtesy B. Lauss)

• The catalytic e↵ect at the surfaces of the gas system and the target cell for the
hydrogen exchange reaction (Eq. (7.1)) is negligible at the deployed conditions (p =
100 bar, T = 300 K). Even after one week in the cell, no measurable amount of HD
molecules can be found in the spectra.

• In the filling procedure, the D2 gas filling the connecting tube does not mix well with
the high-pressure H2 component. Instead, the D2 component seems to be pushed into
the gas cell, which leads to a higher D2 concentration in the cell than it was originally
measured at the manometers before adding the H2 component. The gas volume of
the gas system and the gas tubes (colored blue in Fig. 7.6) is four times larger than
the volume of the gas cell (colored red in Fig. 7.6). Therefore, the discrepancy
between simulation results and measured data in the cD scan in Fig. 7.5 b), which
implies a missing factor of about 3 in the deuterium concentration measured in the
experiment, can potentially be explained by the D2 compression in the target.

• The di↵usive mixing of D2 and H2 in a gas mixture with pressure p = 100 bar is
comparably slow and takes more than one day in the gas system with short tube. In
the gas system with a long tube (⇠ 3.3 m length) used during the muX beamtime,
we expect the mixing to happen even slower. Rough estimations of the di↵usion
time which we obtained based on calculations in a textbook about the properties
of hydrogen gas mixtures by P. Souers [70] revealed indeed, that average di↵usion
times can easily expand to several days or even weeks at high pressures (as, e.g., in
the muX gas system).

In order to ensure a reproducable control of the deuterium concentration cD in the gas

79

Figure 10: Superimposed Raman spectra for various samples which were taken from the gas
volume. The Raman lines are marked with the corresponding molecules. For all
samples, a gas mixture of 100 bar H2 with an admixture of 2% D2 was prepared.
tDiff corresponds to the time between preparation of the gas mixture and extraction
of the sample. (a) compares spectra for samples that were taken one day or less
after the preparation of the mixture. (b) compares the spectra for times tDiff �
1 d with the spectrum for the extraction from the target volume itself (outlet B).
The sample via outlet B was extracted directly after preparation of the gas mixture.
All Raman spectra have been subtracted by the background level measured during
the Raman run. This background subtraction did not work perfectly for the black
curve due to a light spot in the Raman cell which has not been covered properly.
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Target Daughter E�
i ⌧ < �cap >

isotope [keV] [ns] [106 s
�1

]

nat
Se

76
As 164.7 163.5(20) 5.68(7)

77
As 215.5 165.9(19) 5.59(7)

80
Se

79
As 109.7 185.5(27) 4.96(7)

82
Se

81
As 336.0 208.2(68) 4.37(14)

76
Se

75
As 198.6 148.4(7)

264.7 148.4(5)

279.5 148.6(5)

74
As 183.0 148.5(13)

<>= 148.48(10) 6.300(4)

Table 3: Muon life-time and total
capture rates of 76Se and natSe.
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Figure 7: Evolution of �-lines intensity with
time after µ-stop in Se targets.

Appendices
A. Muon capture on 76Se/natSe at the µE4 beam-line of PSI [19]

The targets for these measurements were made from 5 g metallic selenium powder
in a thin plastic bag. Isotopic composition of the enriched target was the following:
74Se – 0.07%, 76Se – 92.4%, 77Se – 1.17%, 78Se – 2.28%, 80Se – 3.44%, 82Se – 0.64%.
Measurements with a natural selenium target were also performed. The number of
muon stops in the experiment with the enriched target was about 1.7 · 104 s�1 and the
exposure time was 154 h. The number of stops with the natural selenium target was
about 2.5 · 104 s�1, total acquisition time for the spectra was 43 h.

The �-lines stemming from prompt and delayed events, where the delayed events
correspond to the discharge of the bound states of 76As, were investigated for the
enriched and natural targets. The typical energy P- and D-spectra are shown in
Fig. 5b. The intensities of � transitions in U-spectra (Fig. 4) could be use to extract
the production rate of the ground and isomeric states for the (76Se + µ�) reaction.

The measured µ-capture rates in different Se isotopes are shown in Fig. 7. The
curves in the Figure are divided into two parts: the �-lines corresponding to the enriched
target 76Se, and the �-lines measured with the natSe target. The exponential behaviour
of the first part with the same ⌧ parameter is clearly seen. The �-lines corresponding to
other isotopes have a different slope and also demonstrate the deviation at the beginning
of time axis, according to the charge collection in the low energy region. Extracted life-
times and µ-capture rates �cap in different selenium nuclei are presented in Table 3 and
in [16, 19].

Partial capture probabilities for the 76Se(µ,⌫)76As reaction are presented in Table 4.
The obtained results of the U-spectrum are presented in Table 5. In the case where

Muon Capture Measurements

�22

Another part of the correlated events are Delayed ones. They correspond to the
nuclear � radiation following muon capture in the (µ�, ⌫Xn) reactions. This particular
radiation is the main subject of our work.

Being a second channel to the muon decay, the OMC process takes place with
some probability. As a result, the delayed �-rays appear not immediately but are
distributed exponentially in time (Fig. 6), with the exponential rate depending on the
OMC probability.
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Figure 6: (E,t) distribution of the correlated events measured with the 76Se target.

Analyzing the time evolution of the given �-line(s), one can extract the OMC
probability for the exclusive product (contrary to the commonly used inclusive method
based on the detection of µ-decay electrons [20]). The relative intensity of the delayed
lines (with respect to the µX-rays) allows to extract partial capture rates to the
individual excited states of the daughter nucleus. Prompt and Delayed spectra (Fig. 5b)
can be partially separated from each other using the different time cuts (for instance,
in order to simplify �-line identification).

The partial and total capture rates for 130Xe, 82Kr and 24Mg will be obtained by
the method of the extraction of total and partial capture rates described in [17]. As an
example the previous experimental results at PSI are presented in Appendix A. The
strength distribution is derived from the radioisotope production rate (see as an example
Appendix B). A calculation program for the proton and neutron decays after OMC is
developed by I.H.Hashim, S.A.Hamzah, F.Othman and H.Ejiri.

3. Remarks

The proposed experiment unravels the gross features of weak responses (�+ strength
distributions) with J⇡ = 0±, 1±, 2±, ... and p=30–100 MeV/c in E = 0-70 MeV for

Table 4: Partial OMC probabilities to different excited states of 76As. There are three
separate tables side by side listing the excitation energies (columns one) and the J⇡

values (columns two). Most of the excitation energies and J⇡ values are taken from
Ref. [21]. The values in square brackets [] are from [22]. Partial capture probabilities
P µ
j (columns three) as percentages of the total capture rate �cap taken from Table 3. The

partial capture probabilities integrated over the excitation region of ⇡ 1 MeV (bottom
row) amounts to ⇡ 12% of the total rate �cap.

Ej J⇡ Pµ
j Ej J⇡ Pµ

j Ej J⇡ Pµ
j

[keV] [%] [keV] [%] [keV] [%]

0.0 2� g.s. 499.6 [1+, 2�] 0.99(36) 802.4 (1�, 2�, 3+) 0.17(10)

120.3 1+ 0.32(12) 505.2 (2, 3)+ 0.25(6) 863.3 1+ 0.27(20)

122.2 (1)� 0.21(11) 517.6 (1, 2+) 0.24(11) 893.2 (1�, 2�, 3+) 0.23(10)

165.0 (3)� 0.54(31) 544.0 (2, 3)� 0.39(24) 924.7 ( 3)
�

0.24(10)

203.5 (0, 1)+ 0.08(4) 610.0 (1,2,3�) 0.68(20) 939.7 (1, 2, 3) 0.33(25)

280.3 (1, 2)+ 0.11(5) 640.1 (1�,2�) 0.18(9) 958.4  3 0.13(8)

292.6 (2, 3, 4)� 0.05(1) 669.1 (1+,2+) 0.64(20) 985.5 (1, 2, 3)+ 0.21(12)

328.5 (3, 4)� 0.09(4) 681.1 (1� 4) 0.33(10) 1026.2 [1+, 3+] 0.96(24)

352.4 (3)� 0.05(2) 734.4 ( 4)
�

0.08(4) 1034.2 (1, 2, 3)+ 0.13(8)

401.8 (1, 2)+ 0.41(26) 751.8 (0�,1,2) 0.37(19) 1064.5 1+ 0.23(15)

436.8 (1, 2, 3)� 0.28(13) 756.6 (0+, 3+) 0.26(10)

447.2 (1, 2)+ 0.46(23) 774.4 [1+, 3+] 0.23(11)

471.0 (2)� 0.05(4) 793.6 (1, 2, 3)+ 0.20(15)
P

= 11.99(105)

the half-life of the decaying nucleus is comparable with the exposure time (154 h), the
value of the yield is corrected for the decay. The extracted probability P µ

tot of the bound
states of 76As is in good agreement with the sum of the corresponding partial capture
probabilities presented in Table 4. According to [20] it is expected that the 75As is
produced with the highest yield since a reaction with an emission of one neutron is the
most probable. Yields of other nuclei decrease with the number of nucleons emitted.
Unfortunately, 75As is a stable nucleus thus it does not reveal itself in the U-spectrum.
The same could be said about 73As which is too long-living.
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185Re & 187Re spectra

Hyperfine structure + low-
lying nuclear levels

Highly complicated spectra

Need very detailed theoretical 
calculations to extract nuclear 
properties

�23

185Re

187Re

Energy [keV]

2p - 1s

2p - 1s E.g.: 
|2p3/2,I=5/2,F=1> → 
|1s1/2,I=5/2,F=2>

E.g.: 
|2p3/2,I=5/2,F=1> → 
|1s1/2,I=5/2,F=2>



Andreas Knecht

Extraction of quadrupole moments

�24

5g9/2 ! 4f7/2 hyperfine transition in Re-185

Stella Vogiatzi (ETH/PSI) October 2, 2018 20 / 33

Fit of the 5g-4f, 5f-4d HF transitions
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Quadrupole Moments of 185,187Re

Preliminary result on quadrupole moments of 
185,187Re
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Figure 4: Prompt �-ray spectrum in 185Re as recorded in the GeR (left) detector and the GeL
(right) detector showing the 5g ! 4f hyperfine multiplet. The black line repre-
sents the fit to the data. The lines underneath the spectra give the predicted HFS
transitions.

Table 1: Spectroscopic quadrupole moments Q and intensities of the 5f7/2 ! 4d5/2 transition
relative to the 5g9/2 ! 4f7/2 obtained from the HFS of the 5g ! 4f transition in

muonic 185,187Re.

Nucleus detector Q (barn) �2
red

Relative
intensity

(%)

185Re
GeR 2.12(2) 2.45 9.0(8)
GeL 2.03(4) 1.50 14.1(7)

187Re
GeR 1.97(2) 1.83 12(1)
GeL 1.93(4) 1.14 17.0(7)

The fit results of the quadrupole moment and the intensity of the 5f7/2 ! 4d5/2 transition

relative to the 5g9/2 ! 4f7/2 in 185,187Re are collected in Table 1. Possible systematic errors
originating from the line shape, the population of the 5g and 5f states and the appearance of
the weak transitions in the HFS pattern were separately evaluated through their influence on
the �2. Most sensitive is the relative intensity of the the 5g9/2 ! 4f7/2 versus the 5f7/2 ! 4d5/2

transition and it is estimated to be 0.08 barn and 0.07 barn for 185Re and 187Re, respectively.
The inclusion of the very weak 5f5/2 ! 4d5/2 transition does not modify the result of the
quadrupole moment. However, the e↵ect of the 5g7/2 ! 4f7/2 transition in the fit leads to
a lower value of the quadrupole moment and an importantly decreased �2

red. This e↵ect also
indicates that the isotopically pure recorded spectra are sensitive to transitions of relative
intensity of a few percent.

The obtained Q-values are smaller compared to those reported in the previous work of Konijn
et al. [10]. However, two of the weak transitions, namely the 5g7/2 ! 4f7/2 and 5f5/2 ! 4d5/2,
were not included in [10]. Since the fitted HFS spectrum is not included in [10] and neither are
the values �2

red given, the quality of the fit and the sensitivity of that experimental spectrum
to weaker transitions cannot be judged.
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Figure 4: Prompt �-ray spectrum in 185Re as recorded in the GeR (left) detector and the GeL
(right) detector showing the 5g ! 4f hyperfine multiplet. The black line repre-
sents the fit to the data. The lines underneath the spectra give the predicted HFS
transitions.

Table 1: Spectroscopic quadrupole moments Q and intensities of the 5f7/2 ! 4d5/2 transition
relative to the 5g9/2 ! 4f7/2 obtained from the HFS of the 5g ! 4f transition in

muonic 185,187Re.

Nucleus detector Q (barn) �2
red

Relative
intensity

(%)

185Re
GeR 2.12(2) 2.45 9.0(8)
GeL 2.03(4) 1.50 14.1(7)

187Re
GeR 1.97(2) 1.83 12(1)
GeL 1.93(4) 1.14 17.0(7)

The fit results of the quadrupole moment and the intensity of the 5f7/2 ! 4d5/2 transition

relative to the 5g9/2 ! 4f7/2 in 185,187Re are collected in Table 1. Possible systematic errors
originating from the line shape, the population of the 5g and 5f states and the appearance of
the weak transitions in the HFS pattern were separately evaluated through their influence on
the �2. Most sensitive is the relative intensity of the the 5g9/2 ! 4f7/2 versus the 5f7/2 ! 4d5/2

transition and it is estimated to be 0.08 barn and 0.07 barn for 185Re and 187Re, respectively.
The inclusion of the very weak 5f5/2 ! 4d5/2 transition does not modify the result of the
quadrupole moment. However, the e↵ect of the 5g7/2 ! 4f7/2 transition in the fit leads to
a lower value of the quadrupole moment and an importantly decreased �2

red. This e↵ect also
indicates that the isotopically pure recorded spectra are sensitive to transitions of relative
intensity of a few percent.

The obtained Q-values are smaller compared to those reported in the previous work of Konijn
et al. [10]. However, two of the weak transitions, namely the 5g7/2 ! 4f7/2 and 5f5/2 ! 4d5/2,
were not included in [10]. Since the fitted HFS spectrum is not included in [10] and neither are
the values �2

red given, the quality of the fit and the sensitivity of that experimental spectrum
to weaker transitions cannot be judged.
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Simulations
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76 7. Target simulations for the muX experiment
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Figure 7.5.: Comparison between experimental data points and simulation results. a) com-
pares the results for the momentum scan, b) compares the results for the scan
of various deuterium concentrations cD. c) shows the same data as b), but the
deuterium concentration of the experimental data points has been multiplied
by a factor of 3. Both simulated and measured results correspond to an event
time window of 500 ns.

the measured distribution, however, shows reasonable agreement to the simulated ones.
Figure 7.5 b) shows the results of the corresponding e�ciency scan over various deu-
terium concentrations cD. The average beam momentum was set to Pµ = 28.6 MeV/c
in the experiment. The simulated distributions correspond to average beam momenta of
Pµ = 27.75 MeV/c, Pµ = 28.25 MeV/c and Pµ = 29.0 MeV/c. The relative transfer e�cien-
cies have been evaluated by the same methods as used for the momentum scan above and
the plots are normalized to their respective maximum. According to the simulations, the
maximal transfer e�ciency is given for deuterium concentrations about cD � 0.25 � 0.3%.
The measured points in contrast exhibit a maximum for a distintly lower deuterium con-
centration and also the decrease with increasing cD is much stronger than in the simulated
distributions. Compared to the simulation results, the measured curve seems somehow
compressed towards smaller deuterium concentrations. In Fig. 7.5 c) we show the same
plot as in panel b) but this time we have multiplied deuterium concentrations of the mea-
sured data points with an artificial factor of 3. As we can see, the modified data points

76

Figure 8: Comparison between experimental data points and simulation results. a) compares
the results for the momentum scan, b) compares the results for the scan of various
deuterium concentrations cD. c) shows the same data as b), but the deuterium
concentration of the experimental data points has been multiplied by a factor of 3.
Both simulated and measured results correspond to an event time window of 500 ns.

assumed e�ciencies, we compare only relative e�ciencies and concentrate on the shape of
the corresponding scans. The momentum scan (Fig. 8a) shows reasonable agreement to the
simulation given the fact that we do not control the momentum of the beam with the required
precision. However, Figure 8b, showing the transfer e�ciency versus deuterium concentration,
is very much o↵ compared to the data showing a much faster drop in e�ciency. While this
situation puzzled us for quite a while, the Raman measurements described in Section 8 provide
an explanation. These measurements show that due to the procedure on how we fill the cell with
the hydrogen/deuterium mixture we have actually much more deuterium in the cell than what
we assume. Figure 8c) shows the comparison between measurements and simulation under the
assumption that there was three times as much deuterium in the cell. Under this assumption
the agreement is very acceptable. Another indicator that there was indeed more deuterium
in the cell than assumed is the fact that the transfer times predicted by the simulation were
generally much slower then the ones observed during the measurements.

Using the simulation we also studied possible improvements that would lead to enhanced
transfer e�ciencies. As a first step we simulated the performance of the existing target. The
results are shown in Fig. 9a) with a maximal transfer e�ciency of 7.2%. This is quite consistent
with the result on the transfer e�ciency of ⇠10% obtained in 2017 and described in last year’s
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Figure 7.9.: Results of parameter scans for various target pressures. a), c) and d) corre-
spond to a gas temperature of T = 300 K, b) corresponds to T = 50 K. The
color scale corresponds to the transfer e�ciency to the target, i.e., the number
of muonic atoms hitting the target divided by the number of muons which
entered the gas cell. An event time window of 1500 ns was used for all plots.
The following values correspond to the maximal transfer e�ciency for each
parameter combination: a) 7.2%, b) 7.1%, c) 6.8%, d) 6.2%.

target compensates the positive e↵ect of a narrower stopping distribution. Yet, the high-
pressure configuration might yield a slight increase in the absolute number of tranfers to
the target for another reason: In the muon beamlines of PSI, the rate of negative muons
in the beam grows with the beam momentum roughly with P 3

µ . Since a higher target
pressure requires an increase in beam momentum, it has a positive e↵ect on the absolute
number of muons entering the target. It is questionable, however, whether this positive
e↵ect is large enough to justify the additional e↵ort related to target pressures far beyond
100 bar.

At fixed target pressure, it is advantageous for the transfer e�ciency to keep the stopping
distribution as narrow as possible. In the muX target the stopping distribution can be ma-
nipulated by changing the thickness of the entrance detector and the window. At kinetic
energies of several MeV, the stopping power of muons in matter increases strongly with
decreasing energy (see Fig. 3.1). On average slower muons of the beam lose more energy
in the entrance detector and the window than faster muons, which leads to a comparably
broad stopping distribution. As a consequence, it is possible to obtain a narrower stop-
ping distribution by decreasing the thickness of the entrance detector or of the window.
A study of this e↵ect is presented in Fig. 7.10. Indeed, the transfer e�ciency increases
with decreasing thickness of the entrance detector. In Fig. 7.10 c), where the thicknesses
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Figure 9: Results of parameter scans for various target pressures. a), c) and d) correspond
to a gas temperature of T = 300 K, b) corresponds to T = 50 K. The color scale
corresponds to the transfer e�ciency to the target, i.e., the number of muonic atoms
hitting the target divided by the number of muons which entered the gas cell. An
event time window of 1500 ns was used for all plots. The following values correspond
to the maximal transfer e�ciency for each parameter combination: a) 7.2%, b) 7.1%,
c) 6.8%, d) 6.2%.

progress report [14], while the results this year were substantially lower – see Section 5. In a
first step, we tried to see the influence of the target pressure and temperature on the e�ciency.
This is shown in Figs. 9b-d). However, no gain in e�ciency could be found. While for increased
pressure more muons can be stopped closer to the target, the increased scattering limits the
range of the muonic deuterium atoms and thus less muonic atoms than expected reach the
target.

We also tried to optimize the placement of the target in the chamber but did not see any
improved e�ciency. The only way to improve the e�ciency was found by decreasing the
thickness of the entrance detector and window as this leads to a decrease in the required
muon momentum with a correspondingly smaller range straggling. Using a 100 µm entrance
scintillator and a 200 µm thick entrance window (compared to 200 and 600 µm, respectively)
an e�ciency of 13% can be achieved. However, as this leads to a much reduced muon beam
momentum of ⇠23 MeV/c no improvement on the absolute signal rate is expected.

Based on the results above we do not plan any changes to our target position and operating
conditions. We will continue to use the simulation in order to better understand the behavior
of the muonic atoms in the cell. With an improved gas mixing procedure in 2019 we should
also be able to better validate and compare the simulation to data.
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Muonic atom spectroscopy
Impressive precision in the extracted charge 
radius can be achieved
For 208Pb: <r2>1/2 = 5.5031(11) fm 
                 2x10-4 relative precision

O27

μE1 channel at PSI
5x106 μ-/s at 125 MeV/c

Bergem et al., PRC 37, 2821 (1988)

2826 P. BERGEM et al. 37

contaminants underneath the calibration y- and muonic
x-ray peaks. In such a way, a set of clean, isolated cali-
bration lines could be selected. The MYFIT (Ref. 26)
fitting routine using a Gaussian function convoluted with
a Lorentzian and exponential tails was then applied to
this set of lines in order to determine the experimental
line shape. Firstly, average tail parameters were deduced
from the fits. Using these mean parameters, the Gaussian
line widths (FWHM) and their dependence on energy
were obtained. Nonresolved doublets could easily be
detected by comparing their widths to the expected single
peak widths.
Finally, all the calibration, delayed and muonic lines

were fitted using the above set of parameters with the
Lorentzian line widths being fixed at the values of the cal-
culated natural line widths.
Isotopic impurities of the lead target (see Table III)

were taken into account by including in the fits the lines
of Pb and Pb with appropriate relative intensities.
The positions of these lines with respect to the Pb line
were calculated from published isotope shifts of earlier
work.

B. Nonlinearity, calibration, and systematic errors

The nonlinearity corrections of the detecting system
were determined from Co, "Ag, ' Ir, and Bi
sources. These calibrations were made on-line in the
second run (3d-2p). In the first (2s-2p) and third (2p-ls)
runs, the corresponding calibration spectra were taken
off-line. Different amplifier gain settings were used in the
third run, due to lack of calibration sources in the range

from 3500 to 6000 keV. All spectra showed essentially
the same nonlinearity behavior. A smooth curve was
fitted to the nonlinearity data of each run, and the ob-
tained corrections were applied to the prompt and de-
layed spectra.
The absolute eoergy calibration of the muonic lines

was obtained using the positions of the ' N and Co lines
(see Table IV) in the delayed spectra. This procedure
guarantees experimental conditions as close as possible to
those encountered in the prompt spectra. Nevertheless, a
shift between the two spectra might still occur due to the
different widths of the timing windows, inducing different
instantaneous detector loads. We therefore compared the
positions of the most intense y lines in both spectra and
consequently corrected the positions of the x-ray lines to
be calibrated. In the 2s-2p spectrum, this correction
amounted to 6(1) eV, in the 3d-2p spectrum to —1(3) eV,
and in the 2p-Is spectrum to 50(40) eV.

C. Transition energies

Table V shows the transition energies which are ob-
tained by adding the recoil energy of the nucleus to the
measured muonic x-ray energies. The quoted errors are
total errors including statistical, calibration, and sys-
tematic uncertainties.
The most precise previous measurements of the E, L,

and M transition energies in muonic lead are the ones of
Kessler et al. and Hoehn and Shera, whose results are
also listed in Table V. Our errors are typically 4—6 times
smaller than those of the older measurement of Kessler
and comparable to those of Hoehn and Shera for the cir-

TABLE V. Experimental muonic transition energies (keV) in ' 'Pb (recoil corrected).

Transition

2p3/2- s
2p i/2-1$ &/2

Kessler
(Ref. 9)

5 962.770(420)
5 777.910(400)

Hoehn
(Ref. 27) This experiment

5 962.854(90)
5 778.058( 100)

3d3/2-2p i/2
3d 5 /2 -2p 3/2
3d 3/2 "2p3/2

2 642.110(60)
2 500.330(60)
2 457.200(200)

2642.292(23)
2500.580(28)

2 642.332(30)
2 500.590( 30)
2 457.569(70)

3p3/2 2$&/2
3p 1 /2-2$ ) /2

1 507.480(260) 1 507.754(50)
1 460.558(32)

2s I/2-2p i /2
2s, /2-2p 3/2

1 215.430(260)
1 030.440( 170)

1 215.330(30)
1 030.543(27)

5fsn 3dsn-
5f7/2 3ds/2-
5fs/2 3dsn- 1404.740( 80)

1 366.520( 80)
1 404.659(20)
1 366.347( 19)
1 361.748(250)

4fs/2 3d3/2
4f7/2 3ds/2
4fsn 3ds/2

971.850(60)
937.980(60)

971.971(16)
938.113(13)

971.974( 17)
938.096( 18)
928.883( 14)

4d3/2 3p 1/2
4d5/2 3p3/2
4d3/2 3p3/z

920.959(28 )
891.383(22)
873.761(63 )
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Muonic atom spectroscopy

Muonic energy levels highly sensitive 
to nuclear charge distribution due to 
large overlap

Using QED calculations and model for 
nuclear charge distribution allows to 
extract charge radius
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Large effect:

E1s (Z=82) ~ 19 MeV (point nucleus)
                → 10.6 MeV (finite size)

Lead Z=82

1s
2s

2p1/2

2p3/2 3d3/2

charge distribution



Andreas Knecht

Muonic atom spectroscopy

2p - 1s energy is highly sensitive to charge radius
What is the limiting factor?
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Muonic atom spectroscopy

Nuclear polarisation is the 
dominating factor that in the end 
determines the accuracy of the 
extracted charge radius

Typically assumed uncertainty: 
10 - 30%

Nuclear excitation spectra 
important
Looking for theorists that want to 
tackle these calculations with 
modern methods
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Scattering cross sections

Scattering on deuterium does not show a Ramsauer-Townsend minimum
Need to be careful to not have too much deuterium in the gas mixture
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3.5. Formation of muonic molecules and muon-catalyzed fusion 27

  

Figure 3.4.: ??? caption

is occuring much less in the case of p� d fusion. Due to the great interest in
µCF the corresponding rates have been investigated very precisely. The rate
for molecular formation depends linearly on density. The normalized rate
at liquid hydrogen density has been determined in di↵erent studies to values
between [cites???Petitjean,BleserAndersonakaLedermanGroup]

�pµd = (5.6� 5.9) · 106
1

s
, (3.13)

which is only one order of magnitude higher than the muonic decay rate. Once
the molecule has formed, the fusion rate is not dependent on density any more
because fusion only concerns the constituents of the molecule. The rates for
the di↵erent channels of muon-catalyzed p � d fusion have been determined
in remarkable accordance between experiments and theoretical calculations
[cites???Friar,Petitjean]. They depend on the total nuclear spin I✏{1

2
,3
2
} of

the molecule, which is itself connected to the hyperfine state of the muonic
deuterium atom before molecular formation as discussed in [cite???Bakalov].
On average, the time between molecular formation and fusion is of combarable
order of magnitude as the muon life time.

27

p-d fusion cycle

Muon catalysed fusion

Lot of experience on behaviour of 
muons in hydrogen gas due to past 
work on muon catalysed fusion
Most efficient cycle:  
d-t fusion, up to 150 fusions per 
muon
Not enough for energy break-even
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100 bar hydrogen target

Target sealed with 0.6 mm carbon fibre window 
plus carbon fibre/titanium support grid
Target holds up to 350 bar
10 mm stopping distribution (FWHM) inside 15 
mm gas volume
Target disks mounted onto the back of the cell

�33Figure 3: Entrance window arrangement of the gas cell. Visible are the titanium/carbon fiber
support grid, the carbon fiber window and the stainless steel disk compressing the
underlying O-ring seal.

revealed that it can actually hold up to 350 bar at which point the screws are ripped out of
the aluminum housing.

The cell is surrounded on five sides by large 4 and 5 mm thick plastic scintillators that veto
against decay electrons. Two of the scintillators are shown in Fig. 2. The front and back
detectors feature a central hole of 35 and 22 mm, respectively, to allow the connection of the
gas cell to the entrance detector and to the gas inlet.

The target foil shown in Fig. 4 is glued onto a small aluminum support stand which in turn
is screwed into the backwall of the cell. The gas inlet is also located at the backside of the
target and ends just below that support stand. In this configuration the distance between the
target and the carbon fiber window amounts to 15 mm. Various targets were tested over the
course of the measurement campaign: gold targets of di↵erent thicknesses and sizes with a
copper or kapton backing, and two uranium targets.

Eight of the germanium detectors were held in place by a welded steel construction that
allowed to mount them all around the target cell and adjust their distance and angle. The
remaining three detectors were place on tables attached to the same frame. Due to the di↵erent
mounting methods the distance of the detectors to the gas cell varied between 10 and 15 cm.
The arrangement of the detectors is shown in Fig. 5. The full array was mounted on rails
(visible in Fig. 1) such that it could easily be moved in order to get easier access to the gas
cell and entrance detector. The 11 detectors were of the following types: 7 compact coaxial
detectors from the French/UK loan pool with e�ciencies of around 60%, 2 stand-alone coaxial
detectors with 70 and 75% e�ciency, 1 Miniball cluster consisting of three individual crystals
of around 60% e�ciency each [3], and 1 planar detector optimized for low-energy gammas.

As the French/UK loan pool and Miniball detectors had only a small liquid nitrogen dewar
they needed to be refilled every 8 hours. For this reason, we developed an automated filling
system controlled by a PSI SCS-3000 module. Figure 6 shows one side of the autofill system
with the valve controller box, the main liquid nitrogen filling line and various valves and hoses
connecting to the di↵erent detectors. The liquid nitrogen was stored in two 200 l dewars that
were refilled twice a week from the main liquid nitrogen system of PSI. The SCS-3000 box

5
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Entrance & veto detectors

Entrance detector to see incoming 
muon

Veto scintillators to form anti-
coincidence with decay electron

�34

Entrance detector

Gas cell

Gas inlet

Veto scintillator

Figure 2: Entrance detector and gas cell mounted onto the beam line in ⇡E1. Visible are also
two of the five decay electron veto scintillators and the gas filling line that connects
to the cell from the back.

2 Description of the setup

Figure 2 shows an image of the entrance detector housing, the gas cell and two of the decay
electron veto scintillators. The entrance detector system consisted of a 100 µm thin, 20 ⇥
20 mm2 plastic scintillator preceded by a 4 mm thick plastic scintillator of 80⇥ 80 mm2 outer
dimensions and a 15 mm diameter hole. This thick scintillator was used to veto against beam
and decay electrons. A continuous energy calibration was provided by a thin layer of 208Pb
mounted in front of the veto detector, providing X-rays in the region of interest. The muonic
X-rays from 208Pb have been measured precisely in the past [2] and can now be used for
calibration. As this layer of lead is located in front of the veto detector its emitted X-rays are
not correlated with an event in the entrance detector and can thus be nicely separated from
the muonic X-rays of interest by timing.
The muons enter through a 20 mm diameter opening into the 30 mm diameter gas cell.

In order to have a narrow stopping distribution the measurements were carried out at 10%
liquid hydrogen density, which for the room temperature arrangement corresponds to 100 bar
of hydrogen pressure. The gas cell is sealed by an O-ring and a 600 µm thick carbon fiber
window. The window is supported by a 4 mm thick titanium and 2 mm carbon fiber grid
with an open fraction of 73%. This arrangement (shown in Fig. 3) was holding the 100 bar of
pressure without any problem and with only a negligible leak rate. Pressure tests with water
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Germanium array

11 germanium detectors in 
an array from French/UK 
loan pool, Leuven, PSI

First time a large array is 
used for muonic atom 
spectroscopy
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Array Detection Efficiency
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Figure 11: Measured e�ciency of the full germanium detector array as a function of energy.
While the measurements in black are from calibration sources (60Co, 152Eu, 137Cs,
88Y), the points in blue stem from a measurement with X-rays from muonic lead.

Figure 12: Fraction of muons stopping in copper, normalized on the sum of muon stops in cop-
per and the H/Ar mixture. The measured data compare roughly with a simulated
momentum-bite of 3 to 4%.
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Experimental setup 2017/2018

�37

Quadrupoles

Germanium array

lN dewars

Gas handling system

Figure 1: Top view of the setup for the beam time of July/August 2017 in the rear area of
⇡E1. Visible are the last quadrupole of the beam line, the germanium detector array,
the liquid nitrogen dewars feeding the automated filling system and the gas handling
equipment.

1 Introduction

We have had a successful beam time of two weeks in July/August 2017 in the ⇡E1 area. The
setup is shown in Fig. 1. For the first time in the history of muonic atom spectroscopy a
germanium detector array was used to perform the measurements. It consisted of a total of 11
detectors that were contributed by PSI, Leuven and the IN2P3/STFC French/UK Ge Pool [1].

In the following sections we report on the progress achieved with this setup on various
areas going from the successful use of transfer reactions in a 100 bar hydrogen and deuterium
mixture and its optimization with ultra-thin gold targets to measurements of transfer reactions
in various mixtures of noble gases with hydrogen and our first measurements with radioactive
materials, namely uranium. The setup was also used for the measurement of the 2s � 1s
transition, the progress of which will be reported elsewhere. We will conclude with the beam
time request for 2018.

We have to emphasize that the data analysis is still ongoing and that any results presented
are preliminary. Additionally we are also still analyzing data taken in 2016, where we measured
the muonic X-rays of Re-185 and Re-187. For rhenium, no absolute charge radius measurement
exists to date. However, this has not yet been completed as most of our attention in 2017 was
focused on the experimental progress and the fact that the theoretical framework for extracting
a charge radius from the rhenium spectra is not yet fully complete.

3

πE1 beam line
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Figure 14: Top: Spectrum of muonic X-rays from 5 µg of gold taken during 18.5 h. The lines
at 5.59 and 5.76 MeV are from the muonic 2p� 1s transition. The line at 5.5 MeV
is from pµd fusion and the ones at 5.45 and 5.78 MeV are calibration lines from
muonic 208Pb. Bottom: 2d spectrum showing the muonic X-rays as a function of
time (tDi↵) after a hit in the muon entrance detector.
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delayed formation

accidental calibration events

prompt events

Energy vs. time spectra

DAQ is free-running and recording every detector with a timestamp
Sorting germanium detector hits in time after muon entrance hit
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Understanding target conditions

Detected 2p-1s gammas per incoming muon for various targets
Not all μd converted in thin targets
Impact of backing material small
Can still reliably see gammas from 5 μg gold target (1 cm2, 3 nm)

�39

Table 2: Results of the measurements with the di↵erent gold targets. N� / Nµ gives the number
of detected 2p� 1s X-rays per incident muon and ✏ the absolute e�ciency per muon
for reaching the target material. For more details see text.

Target Size Backing N� / Nµ ✏

50 nm Au 4.9 cm2 Cu (10.9± 0.3)⇥ 10�5 10.0%
10 nm Au 4.9 cm2 Cu (6.9± 0.2)⇥ 10�5 6.3%
3 nm Au 4.9 cm2 Cu (3.6± 0.1)⇥ 10�5 3.3%
3 nm Au 4.9 cm2 kapton (3.2± 0.1)⇥ 10�5 2.9%
3 nm Au 1 cm2 Cu (1.3± 0.1)⇥ 10�5 1.2%

with the detected number of 2p � 1s X-rays N� , the detector e�ciency at that energy ✏det,
the branching factor of the 2p � 1s transition b = 40%, the number of detected muons Nµ

and the transmission of the muons through the support grid of the gas cell ✏trans = 60%. The
branching factor of 40% has been taken from measurements conducted with a hydrogen/argon
mixture [17] and will be quantified more precisely by the measurements described in Sec. 5.5.
For this reason there is currently a large uncertainty associated with the transfer e�ciency of
at least 10%. All measurements were done with a deuterium fraction of 0.25% and a beam
momentum of 27.75 MeV/c apart from the measurement with the 10 nm gold coating. Due to
the di↵erent carbon fiber window (described in Sec. 5.2) the optimum conditions there were
found at a deuterium concentration of 0.1% and a momentum of 28.0 MeV/c.

The ratios of the measured transfer e�ciencies for the di↵erent gold thicknesses roughly
match the ones calculated for the transfer probabilities given above. Additionally, there is no
significant di↵erence in e�ciency visible for the kapton and copper backing material such that
material dependent backscattering e↵ects seem to be small.

The absolute value of the transfer e�ciency is somewhat smaller than expected from the
simulation given in Sec. 4. For the large 50 nm gold target we expected an e�ciency of 14%
and measure 10.0%. For the 1 cm2 3 nm Au target we expected an e�ciency of 2.2% and
measured 1.2% (taking into account the 31% transfer probability within the 3 nm layer). We
are currently investigating these di↵erences. One factor, e.g., which is not yet included in
our transfer e�ciency calculation is the impact of our cuts on the detected number of X-rays.
Additionally we also have more data at various di↵erent deuterium concentrations and beam
momenta that will allow us to validate simulations presented in Fig. 9 and help to track down
any inconsistencies.

Finally, the summed spectra taken with the full array during a period of 18.5 h with the
5 µg gold target are shown in Fig. 14. This result proves that by using the transfer reactions
and a germanium detector array, 5 µg of target material is indeed su�cient to perform a
measurement with decent statistics.

5.4 Transfer to uranium targets

In addition to the evaporated gold targets we had also prepared two uranium targets with
thicknesses of 2.8 and 1.4 mg/cm2, respectively. The uranium was electroplated onto an
aluminum backing foil and the two targets are shown in Fig. 15. For both of the targets the
uranium was deposited as uranyl nitrate (UO2(NO3)2) from the solution. However, one of the
targets was heat treated at 450�C in order to reduce it to uranium dioxide (UO2). This process

15
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Measurement with uranium

Measurement with ~5 mg uranium as a 
test for handling radioactive materials in 
our setup

Complicated spectrum due to hyperfine 
splitting plus low-lying nuclear excitations

226Ra will look very similar
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Figure 16: Summed muonic X-ray spectrum from the uranium dioxide measurement taken
during 20 h. The figure shows the 2p� 1s transition region.

performed a series of measurements in our gas cell where we compared the resulting muonic
X-ray spectra for pure argon, krypton and xenon fillings with the ones where we prepared a
mixture of the noble gas with hydrogen. We did not yet quantify the e↵ect, but the corre-
sponding spectra are shown in Fig. 17 which clearly indicate that the higher np�1s transitions
are also enhanced in the high-Z case.

5.6 Measurements with high-activity source

As detailed in last year’s progress report, the measurement with a 5 µg radium source will
result – in equilibrium – in a total gamma activity of 500 kHz (for E� > 100 keV) from the
full radium decay chain. As the build up of the decay chain is governed by the volatile 222Rn
isotope with a half-life of 3.8 days, there might be a possibility to reduce the gamma activity
by regularly pumping out the gas cell.

Nevertheless, we have measured the ability of our detectors to handle 500 kHz gamma rates
by using strong calibration sources. We have shown in 2016 that even with that gamma load
we were able to perform muonic X-ray measurements and by o✏ine analysis of our recorded
waveforms recover good energy and timing resolution.

Also in 2017 we have performed a measurement run with a 210 kBq 88Y source that yields
420 kHz of gammas and results in detected rates in the di↵erent detectors of 2 to 5 kHz
depending on distance and crystal size. In contrast to last year, we have in the meantime
refined our o✏ine waveform analysis such that we can recover under high-rate conditions the
full energy resolution. For this we look at the absolute level of the baseline of our recorded
waveforms. This level basically encodes how close in time and how energetic the previous
gamma pulse was. It turns out that there is a linear dependence between that level and the
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238U 2p-1s region

5 mg  
1 cm2

Close et al., Phys. Rev. C 17, 1433 (1978)

671 g  
174 cm2

Similar performance as in the past 
but a factor 105 less target material
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Measurement with high rates

Performed measurements with strong 88Y 
source producing 420 kHz gammas 
comparable to 226Ra target

Able through offline analysis to improve 
energy and time resolution 

DAQ able to cope with data rate
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Figure 18: Energy spectrum of the 88Y source with and without the baseline correction de-
scribed in the text. The detector was running at a rate of 4.6 kHz.

correction that we have to apply to our recorded energies. Once this dependence is determined
for each of the detectors individually, the correction can be applied to every gamma event and
any rate-dependent deterioration of the energy resolution vanishes. Figure 18 shows the result
of the baseline correction on the measured 88Y spectrum.

Additionally, the waveform analysis also improves our timing resolution by extrapolating
the measured rising edge of the pulse to where it intersects the baseline. With this method we
reach, despite rise times of O(100 ns) timing resolutions of 20 ns and better for every detector
and gamma energies above 500 keV.

6 Beam request 2018

We request two weeks of beam time in 2018 in the ⇡E1 area with an additional one week
of setup time, for which beam is not required. We have a prebooking arrangement with the
French/UK loan pool for this summer such that the scheduling of the beam time in that period
is preferred.

We are currently in the process of obtaining the required amount of 226Ra isotope and will
be ready this year to perform the measurement of the charge radius of radium. As shown
above all the progress achieved so far enables us to take this next step of measuring muonic
X-rays from a ultra-thin, high-activity sample. After an initial phase of tuning our experiment
with a gold target for optimal transfer, we will then mount the radium target and collect the
required statistics. The data taking will require approximately one week.
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Experiment is ready for measurements  
with radioactive targets!
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Making radium target

Attempted a measurement of 226Ra and 248Cm this year
Electroplating the 226Ra out of the isopropanol solution onto gold plated copper foil
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Measuring radium target

We knew that we had lost a lot of radium in the target making process plus target had 
a large organic contamination
Mounted target anyway but immediately saw that we had only 1% of the required 
target mass…
Measured for a while, but clearly saw nothing
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Alpha Spectrum

Alpha spectrum measurements can reveal some hints on source thickness
Tails and unresolved double peak clearly show that we have a “thick” source
Performed some alpha spectrum simulations but quite a lot of free parameters
Simulations tend to point towards organic layer of order 500 nm
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Elemental analysis with negative muons

Elemental analysis with muonic x-rays
Depth profiling as a function of momentum
Proof-of-principle with stacks of foils
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Fig. 5. Photographs of the experiment setup. The picture on the left is the view from above and the picture on the right is from the side. The aerial picture shows the layout and angles of the
detectors to the sample. The side view shows a sample being held in place.

Fig. 6. This figure shows themomentum dependence of the X-ray emission. The lowest momentum shows just the Fe X-ray peaks and the highest shows just the Ag X-ray peaks, with Zn
and Cu at intermediate muon momentum. This data is from one detector only.

205A.D. Hillier et al. / Microchemical Journal 125 (2016) 203–207

Hillier et al.Measurements at ISIS
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Safety

Implemented full safety features for handling radioactive targets
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