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What will this lecture be about?
2

Introduction
• Definitions and basic concepts

Input to the physics
• The data: trigger, data preparation
• The theory: Monte carlo simulations
• Reconstruction, or how to translate detector signals to particles

Physics analyses 
• Through example, step-by-step
• Discussion of analysis methods

Machine Learning in HEP
• Just a teaser!

Is there a topic you would like to add to this material?
If so: please let me know at the end of this lecture and I will see if I can add it!
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An event’s lifetime
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Detector Trigger

Signal

Relevant quantity

# 
ev

en
ts

Signal

Background

Theory / Simulations
Publication

Data analysis
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Data Preparation



Let’s first talk about 

Computing!



Google	
searches
98	PB

LHC	Science	
data

~200	PB
SKA	Phase	1	–

2023
~300	PB/year	
science	data

HL-LHC	– 2026
~600	PB	Raw	data

HL-LHC	– 2026
~1	EB	Physics	data

SKA	Phase	2	– mid-2020’s
~1	EB	science	data

LHC	– 2016
50	PB	raw	data

Facebook	
uploads
180	PB

Google
Internet	archive
~15	EB

Yearly	data	volumes

Few years old already 
E.g. by now google is 

at least 3-5x larger!
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o 161  sites, 42 countries

o 1 M CPU cores

o 1 EB of storage

o > 2 M jobs/day

o > 100 PB moved/month
o accessed by 10k  users

o 10-100 Gb links

Worldwide LHC Computing Grid
an international collaboration to distribute and analyse LHC data

Integrates computer centres worldwide that provide computing and storage resource into a single 
infrastructure accessible by all LHC physicists. 

Network proved better than anyone imagined: Any job can run anywhere
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Worldwide LHC Computing Grid
The Tier System

98

o Tier-0 (CERN):  
• Data  recording, 

reconstruction and 
distribution

o Tier-1:  
• Permanent storage, 

re-processing, analysis
o Tier-2: 

• Simulation, end-user 
analysis



ATLAS data management
Data storage
Access
Replication
Deletion

Scalable
Policy-driven 
Monitorable
Supporting “FAIR” data principles

ATLAS data volume managed by Rucio

2019 Transfer Throughput

Average: 18 GB/s

Approaching 500 PB

Now established in 
the HEP community 

and beyond



• Online farm, 100k cores
• High Performance Computers, primarily in the US
• Volunteer computing

• Mostly for RnD
• Few 10s

• Most reliable and cost-effective technology for 
large-scale archiving

• Data stored there infinitely

• Data for initial processing 
• Copies for further processing / user analysis
• Data in disks gets staged from tape, on demand

• Mainly GRID
• About 400k cores

Hardware

Nvidia 
GeForce

Tape (at CERN)  
about 270 PB 

Disk
about 200 PB 

St
or
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e
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sin

g 
po

w
er CPUs

GPUs

Opportunistic 
resources

Also considering for the future: 
FPGA accelerators
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Magnetic tapes, retrieved by robotic 
arms, are used for long-term storage
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Software
• All software organized in packages in Git. For example:

• https://gitlab.cern.ch/atlas/athena

• All software open source, copyrighted and licenced (Apache 2)
• “Copyright (C) 2002-2020 CERN for the benefit of the ATLAS collaboration”
• For open use – but also for crediting developers who move out of academia

• Thorough tracking of software developments a key of success
• Via the Jira software, supported by CERN IT
• Multiple releases exist for merging of new code with existing one
• Automated tools run nightly to verify code sanity  & performance
• Globally the software projects are coordinated with careful planning

• Software Tools
• Databases
• Analysis tools: ROOT is the workhorse!

• Analysis-specific software developed by teams available to whole collaboration!

101

https://gitlab.cern.ch/atlas/athena


Data Preparation



An event’s lifetime
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Detector Trigger

Signal

Relevant quantity

# 
ev

en
ts

Signal

Background

Theory / Simulations
Publication

Data analysis

Reconstruction Calibration2.5 μs ~0.3 s

Month(s) - Year(s)

Year(s)

Year(s)

Day(s) - Month(s)

Every 25 ns

The lifetime of a collision event
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Express 
stream

Physics 
stream

Express Stream 
Reconstruction

Bulk data 
processing

Offline 
conditions

Calibration 
streams

Calibration, 
alignment, noisy cells

1st Update

Physics 
stream

Bulk data 
re-processing

2nd Update

Final 
calibrations

Best-effort 
calibrations

t

~48h

~1week

O(months)

The event at Tier-0
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E.g. Alignment
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Aligned data
Prompt data
Aligned data
Prompt data

CMS Preliminary 2012
=8 TeVs

Large Pixel
movement

Prompt
calibration
active

Technical 
stop

Day-by-day value of the relative longitudinal shift between the 
two half-shells of the BPIX as measured with the primary vertex 

residuals, for the last month of pp data taking in 2012.
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ü The data we analyze have to follow norms of quality such that our results are trustable. 
¥ Online: Fast monitoring of detector performance during data taking, using dedicated 

stream, “express stream”.
¥ Offline: More thorough monitoring at two instances:

¥ Express reconstruction; fast turn-around.
¥ Prompt reconstruction: larger statistics.

¥ What is monitored?
¥ Noise in the detector.
¥ Reconstruction (tracks, clusters, combined objects, resolution and efficiency).
¥ Input rate of physics. 
¥ All compared to reference histograms of data that has been validated as “good”. 

Data Quality

Relevant quantity

# 
ev

en
ts

New physics or 
Detector Noise??Background
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Data Quality and “GRL”

Short period during 
which data taking 

conditions are 
(expected to be) 
absolutely stable. 

Used for data-quality 
assessment and  

luminosity 
determination 

Good Run List
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Luminosity – the figure of merit
Intensity per bunch

Revolution frequency

Beam dimensions

Number of bunches

More of less fixed parameters: Revolution frequency and Number of bunches
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Luminosity – the figure of merit
6.5 TeV

450 GeV

Time

Injection Ramp Squeeze 
& 

Adjust

Stable beams for physics Dump
& 

Ramp down

= Field in main magnets
= Beam 1 intensity (current)
= Beam 2 intensity (current)

• The LHC is built to collide protons at 7 TeV per beam, which is 14 TeV centre of Mass
• In 2012 it ran at 4 TeV per beam, 8 TeV c.o.m.
• Since 2015 it runs at 6.5 TeV per beam, 13 TeV c.o.m
• In Run 3, starting this year, it will run at 6.8 TeV per beam, 13.6 TeV c.o.m Why not 14 TeV?

?

Figure from R. Steerenberg
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URL: https://op-webtools.web.cern.ch/vistar/vistars.php?usr=LHC1
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� = N events
L
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Luminosity Determination
¥ A measurement of the number of collisions per cm2 and second.
¥ Multiple methods used for determining luminosity: reducing uncertainties.
¥ Principle detectors for luminosity determination on ATLAS: 

¥ Beam Conditions Monitor (BCM) 
¥ Designed for beam abort system 
¥ Diamond Sensors, |η| ~ 4.2

¥ LUCID 
¥ Dedicated Luminosity Monitor 
¥ Cherenkov Tubes, 5.6 < |η| < 6.0 

LUCID 2 installation 

in 2014

“Figure of merit”



¥ Normalization is done with beam-separation scan (Van-der-Meer scan). Requires careful 
control of beam parameters: beams moved vertically and horizontally, varying how they 
overlap

¥ Study μ = f(ΔX) – calculating the combined size of both beams in the horizontal and the 
vertical directions

¥ Determine the total number of protons in each colliding bunch from the measurement of 
the beam currents

¥ Result: luminosity measurement with very small uncertainties (order of few %) with very 
fast turn-around time.
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Luminosity Determination – VdM scans

Eric Torrence July 2012

van der Meer Scans in Principle

5

S. van der Meer, CERN-ISR-PO-68-31 (1968)
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Beam separation scans provide absolute luminosity calibration

Lpeak = frn1n2

ZZ
⇥1(x, y)⇥2(x, y)dxdy

= frn1n2
1

2��x�y

Σx, Σy - convolved beam widths
n1 n2 - bunch population product

From http://cds.cern.ch/record/1490292/files/ATL-DAPR-SLIDE-2012-627.pdf 
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Monte CarloA tiny bit of



Why do we need Monte Carlo Simulation?
¥ We only build one detector: how does this influence the physics we are doing?

¥ How do we compromise physics due to detector design? 
¥ How would a different detector design affect measurements?
¥ How does the detector behave to radiation?

¥ In the detectors we only measure voltages, currents, times: how do we go from these to 

particles?

¥ It’s an interpretation to say that such-and-such particle caused such-and-such signature in 
the detector. 

¥ Simulating the detector behavior we correct for inefficiencies, inaccuracies, unknowns.

¥ We need a theory to tell us what we expect and to compare our data against.

¥ A good simulation is the way to demonstrate to the world that we understand the 

detectors and the physics we are studying.
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Monte Carlo Production Chain
119

Event Generation

simulate the physics process.

Detector Simulation

simulate the interaction of the 
particles with the detector 

material.

Digitization

Translate interactions with 
detector into realistic signals.

Reconstruction

Go from signals back to particles, 
as for real data.

From < 1s to a few hours / event.

From 1 to 10min / event

From 5 to 60s / event

How much processing time 
needed for each step?



Monte Carlo Generators
120

Various models of the physics of interest

Even more outside 

ATLAS and CMS!



Our LHC Simulation: The Dream
121

Our LHC Simulation: The Dream

4/30/14& Z&Marshall&.&Monte&Carlo&Simula8on&in&a&Nutshell& 6&

Generator 

MCTruth 
(Gen) 

Particle Filter HepMC 

Simulation 

ROD Input 
Digits ROD Emulation 

ROD Emulation 
(pass-through) 

Bytestream 
Conversion 

Raw Data 
Objects 

Reconstruction 

Bytestream 

MCTruth 
(Sim) 

Hits Digitization 

Pile-up 

MCTruth 
(Pile-up) 

Merged Hits 

MCTruth 
and SDOs 

Illustration: Z. Marchall



Our LHC Simulation: The Reality?

4/30/14& Z&Marshall&.&Monte&Carlo&Simula8on&in&a&Nutshell& 7&

This is most people’s view of  the chain

Generator 

MCTruth 
(Gen) 

Different&magic&
happens&

Reconstruction 
MCTruth 

(Sim) MAGIC&
HAPPENS&

Our LHC Simulation: The Reality? 
122

This is most people’s view of the chain
and this is how we will treat it too, in lack of time… 

Illustration: Z. Marchall



Simulation – Full and Fast
123

≈ ≈



Simulation – Full and Fast
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The                 Open Data 



Why?        Guarantee openness and preservation of experimental data

Peer-reviewed publications
• Open Access
• Followed by detailed data related to 

the results, available at hepdata.net
• Purpose: Communicate results and 

maximize their scientific value

Data for outreach and education
• Selected and formatted (“light”) datasets
• Examples available in Jupyter notebooks
• Used in university classes, in growing numbers
• Purpose: Maximize educational impact

Reconstructed & calibrated data
• Followed by related metadata
• Accompanied by appropriate 

simulated data samples
• Purpose: Algorithmic, performance 

and physics studies

More info: https://atlas.cern/resources/opendata

New open data policy in support of open science from CERN & the LHC experiments
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Reconstruction



What do we reconstruct?

• Tracks and clusters

• Combining those: 
• “objects”, i.e. “particles”

129



Reconstruction – Figures of Merit
130

Our LHC Simulation: The Reality?

4/30/14& Z&Marshall&.&Monte&Carlo&Simula8on&in&a&Nutshell& 7&

This is most people’s view of  the chain

Generator 

MCTruth 
(Gen) 

Different&magic&
happens&

Reconstruction 
MCTruth 

(Sim) MAGIC&
HAPPENS&

“True” quantities

i.e. quantities at MC 
generator level

“Reconstructed” quantities

i.e. quantities after having run 
detector simulation, 

digitization and reconstruction



Reconstruction – Figures of Merit 
131

Definition Example Needs be:

how often do we 
reconstruct the 
object we are 
interested in

electron identification
efficiency = (number of 
reconstructed electrons) 
/ (number of true 
electrons) in bins of 
transverse momentum

how accurately do 
we reconstruct the 
quantity

energy resolution = 
(measured energy – true 
energy) / (true energy)

how often we 
reconstruct a 
different object as 
the object we are 
interested in

a jet faking an electron, 
fake rate = (Number of 
jets reconstructed as an 
electron) / (Number of 
jets) in bins of 
pseudorapidity
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Reconstruction – goals 

¥ High efficiency
¥ Good resolution
¥ Low fake rate
¥ Robust against detector problems and data-taking conditions:

¥ Noise
¥ Dead regions of the detector
¥ Increased pile-up

¥ Computing-friendly
¥ CPU time per event
¥ Memory use

132

Multi-processing reduces 
the memory footprint

M-P
Serial

Running jobs…

Single- or Multi-core

Software improvements



What do we reconstruct?

Tracks and clusters

• Combining those: 
• “objects”, i.e. “particles”

133



Tracking in a Nutshell

¥A track represents a measurement of a charged particle that leaves a 
trajectory as it passes through the detector. 

¥ For a track we measure: 
¥ Its momentum; 
¥ Its direction;
¥ Its charge;
¥ Its “perigee”: the closest point to 

a reference line, 
transverse (d0) or longitudinal (z0).

¥Tracks are key ingredients of most of particle reconstruction. 
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Tracking in a Nutshell – Track Fitting
135

¥ Perfect measurement – ideal ¥ Imperfect measurement – reality

¥ Small errors and more points help to constrain the possibilities ¥ Quantitatively:

¥ Parameterize the track;

¥ Find parameters by Least-
Squares-Minimization;

¥ Obtain also uncertainties 
on the track parameters.



Tracking in a Nutshell – Track Fitting

¥ For a track we measure: 
¥ Its momentum; 
¥ Its direction;
¥ Its charge;
¥ Its “perigee”: the closest point to 

a reference line, 
transverse (d0) or longitudinal (z0).
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d0

z0

z’

z
y

x
x’

y’

Tracking in a Nutshell – Track Fitting

¥ For a track we measure: 
¥ Its momentum; 
¥ Its direction;
¥ Its charge;
¥ Its “perigee”: the closest point to 

a reference line, 
transverse (d0) or longitudinal (z0).

¥ And their uncertainty

137

¥Small uncertainties are required. 
¥ δd0 is < Ο(10μm) and δθ < O(0.1mrad). 
¥ Allows separation of tracks that come from different particle decays (which can be 

separated at the order of mm).

What can lead to 
uncertainties?

?



Tracking in a Nutshell – the uncertainties

¥ Presence of Material
¥ Coulomb scattering off the core of atoms
¥ Energy loss due to ionization
¥ Bremsstrahlung
¥ Hadronic interaction

138

¥ Misalignment
¥ Detector elements not positioned in 

space with perfect accuracy.
¥ Alignment corrections derived from data 

and applied in track reconstruction.



Impact of good alignment
139

¥ Improving the tracker alignment description in the reconstruction gives better 
track momentum resolution which leads to better mass resolution.

¥ Can see the reconstructed Z width gets narrower if we use better alignment 
constants. Very important for physics analysis to have good alignment.

¥ Alignment of detector elements can change with time, for example when the 
detector is opened for repair, or when the magnetic field is turned on and off. 



Reconstruction of Tracks at DUNE’s Near 
Detector Prototype

140Outside the LHC
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Reconstruction of Tracks at the 
ProtoDUNE demonstrator

Outside the LHC



What do we reconstruct?

Tracks and clusters

• Combining those: 
• “objects”, i.e. “particles”
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A calorimeter view
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Clustering in a Nutshell
¥ Reconstruct energy deposited in the calorimeter by charged or neutral particles; 

electrons, photons and jets.

¥ For a cluster we measure: 
¥ The energy; 
¥ The position of the deposit;
¥ The direction of the incident particles;

¥ Calorimeters are segmented in cells.
¥ Typically, a shower created by a particle interacting with the matter extends over 

several cells.

¥ Various clustering algorithms, e.g.:
¥ Sliding window. Sum cells within a fixed-size rectangular window.
¥ Topo-clustering. Start with a seed cell and iteratively add to the cluster the neighbor of 

a cell already in the cluster.
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Cluster finding – an example

¥ CMS crystal calorimeter – ECAL clusters
¥ electron energy in central crystal ~80%, 

in 5x5 matrix around it ~96%.

145

Front view Side view η-φ view



Cluster finding – an example
146

¥ Simple example of an algorithm
¥Scan for seed crystals = local energy maximum above a defined seed threshold
¥Starting from the seed position, adjacent crystals are examined, scanning first in 

φ and then in η
¥Along each scan line, crystals are added to the cluster if

¥The crystal’s energy is above the noise level (lower threshold)
¥The crystal has not been assigned to another cluster already

Projection
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Cluster finding – an example: Difficulties
147

¥ Careful tuning of thresholds needed.
¥needs usually learning phase;
¥adapt to noise conditions;
¥ too low : pick up too much unwanted energy;
¥ too high : loose too much of “real” energy. Corrections/Calibrations will be larger.
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against noise
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example : one lump or two?



What do we reconstruct?
148

Tracks and clusters

Combining those: 
• “objects”, i.e. “particles”
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Electrons / Photons
150

¥ Final Electron momentum measurement 
can come from tracking or calorimeter 
information (or a combination of both)
¥ Often have a final calibration to give the 

best electron energy

¥ Working points define categories
¥ E.g. loose, medium, tight
¥ Trade-off: Efficiency vs Fakes 

¥ Often want “isolated electrons”
¥ Require little calorimeter energy or tracks 

in the region around the electron

Simplified Detector Transverse View
Muon Spectrometer

Toroids
HadCAL
EMCAL
Solenoid

TRT
SCT

Pixels
ele
ctr
on

photon



Electrons / Photons
151

¥ Final Electron momentum measurement 
can come from tracking or calorimeter 
information (or a combination of both)
¥ Often have a final calibration to give the 

best electron energy

¥ Working points define categories
¥ E.g. loose, medium, tight
¥ Trade-off: Efficiency vs Fakes 

¥ Often want “isolated electrons”
¥ Require little calorimeter energy or tracks 

in the region around the electron



Electrons / Photons - Backgrounds
¥ Sources of backgrounds: 

¥ Hadronic jets leaving energy in calorimeter 

¥ While calorimeter clusters are much wider for jets than for electrons/photons –
there are many thousands more jets than electrons
¥ rate of jets faking an electron needs to be very small (~10-4)

¥ Complex identification algorithms are required to give the rejection whilst keeping 
a high efficiency

152



Electrons / Photons – Identification Algos
153

Example of different calorimeter shower shape variables used to 
distinguish electron showers from jets in ATLAS

Information can be exploited 
using multi-variate
techniques such as 

likelihood discriminants 

or boosted decision trees 
or other machine learning 

methods. 



Muons
154

¥ Combine the muon segments found in the muon detector with tracks from 
the tracking detector 

¥ Momentum of muon determined from bending due to magnetic field in 
tracker and in muon system

¥ Combine measurements to get 
best resolution

¥ Need an accurate map of magnetic 
field in the reconstruction software 

¥ Alignment of the muon detectors 
also very important to get best 
momentum resolution

Muon segment 
in drift tubes



Muons on ATLAS
155

“Segment tagged” μ: ID + segment 
(low pT, poor coverage)

“Combined” μ: ID + MS“Standalone” μ: MS-only
(outside ID acceptance, decays in flight)

“Calo-tagged” μ: ID + calo



jets
156

21

Initial State 
Parton Shower

Final State 
Parton Shower

Signal Process

Underlying Event

Fragmentation

Hadronization
and Hadron Decays

Beam Remnants

Figure 2.3: Illustration of the complex picture of a hadron-hadron collision introduced in this
chapter (adapted from Ref. [80]).

In Chapters 9 and 10 these limitations will be addressed with a set of di↵erent Monte Carlo

simulations in the e↵ort of interpreting the measurements performed in this thesis in the

context of QCD.



Jet production processes
157

Jets are produced:
¥ by fragmentation of gluons and 

(light) quarks in QCD scattering
¥ by decays of heavy Standard Model 

particles, e.g. W & Z
¥ in association with particle 

production in Vector Boson Fusion, 
e.g. Higgs

¥ in decays of beyond the Standard 
Model particles, e.g. in SUSY



Jets
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At low energy, jets are more likely 
produced by gluon fusion.



Jet algorithms – Theory requirements 
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The final jet configuration should not change when 
• adding extra soft particles (infrared safe) or when 
• collinear splitting occurs (collinear safe) 

Soft gluon radiation 
should not merge jets

Final jet should not depend 
on the ordering of the 

seeds…

…and on signal split in 
two possibly below 

threshold



Jet algorithms – Experimental Requirements
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Detector technology 
independent:
Insignificant effects of detector
• Noise
• Dead material
• Cracks

Data taking conditions 
independent:
Stability with 
• Luminosity
• Pile-up
• Physics process

Easily 
implementable: 
• Fully specified
• Fast



Jet algorithm commonly used at the LHC
Algorithm
• Create a list of particles and produce all possible pairs (i, j) 

• Calculate all distances between particle i and all other particles (dij) & beam axis (diB)

• If min(dij ,diB) = dij, then combine i and j into a single “particle”

• If min(dij ,diB) = diB, then declare i as final state particle and remove it from the list of particles

• Repeat until no particles remain in the list

What is dij ?
• diB=(p2

Ti)n and dij  = min[(p2
Ti)n , (p2

Tj)n] ΔRij / R

• For n = -1: anti-kT. R: constant, the jet radius. 

‘anti-kT’ 
• A ‘recursive recombination’ algorithm. Starts from (topo-)clusters

• Hard stuff clusters with nearest neighbor

• Various cone sizes (standard R=0.4/0.5, “fat” R=1.0)

161
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Jet Calibration
162

• Correct the energy and position 
measurement and the resolution. 

• Account for:

Physics effects
Algorithm efficiency
‘Pile-up’
‘Underlying event’

Instrumental effects
Detector inefficiencies 
‘Pile-up’
Electronic noise
Clustering, noise suppression
Dead material losses 
Detector response
Algorithm efficiency



Jets and Pile-Up
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Multiple interactions from pile-up

‘Jet-areas’ corrections
Inspired by arXiv:0707.1378



B-Jets
164

¥b-hadrons have a lifetime of ~ 10-12 s.
¥They travel a small distance (fraction of mm) 

before decaying.
¥A “displaced vertex” creates a distinct jet, so 

b-jets can be tagged (b-tagged).
¥b-tagging uses sophisticated algorithms, 

mostly multi-variate (machine learning).

¥b-jets create distinct final states, important for 
both Standard Model measurements and 
searches for New Physics.
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Missing Transverse Momentum – MET
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Missing Transverse Momentum – MET
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In the transverse plane:

So for what we can’t directly measure (e.g. neutrinos)

Dark 
Matter

or Dark Matter candidates!
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Particle flow
for hadronic Reconstruction



Particle flow
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Jet 



Particle flow
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Jet 



Particle flow
171

Jet 

π0

π+

π-

π0

2 tracks

4 EM clusters

2 HAD clusters

¥ “Flow of particles” through the 
detector.

¥ Reconstruct and identify all particles, 
photons, electrons,   pions, … 

¥ Use best combination of all sub-
detectors for measuring the properties 
of the particles.

¥ First used at LEP (ALEPH) and then at 
the LHC (CMS).



Jets in Pile-up
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Tracker

Calorimeter



Jets in Pile-up
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Tracker

Calorimeter

ü Requirement that particles originate 
from the primary vertex.



Momentum resolution
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Resolution: the quality with which we measure the jet momentum.
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Momentum resolution
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Momentum resolution
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Resolution: the quality with which we measure the jet momentum.
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Momentum resolution
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Significant improvement for low-pT jets. Similar for MET.
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In Jet Energy resolution and uncertainty, large improvements with respect to calo jets!
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Particle Flow – performance 



A comparison
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Single particle

¥PF jets (CMS) and calo jets (ATLAS) have similar performance.
¥Particle reconstruction always needs to be optimized depending 

on the detector technologies and experimental requirements.
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A comparison

¥PF jets (CMS) and calo jets (ATLAS) have similar performance.
¥Particle reconstruction always needs to be optimized depending 

on the detector technologies and experimental requirements.
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ReconstructionOnlin
e



Online reconstruction

≈ ≈

Objective:  Trigger (“online”) reconstruction same as “offline”.
Problem:   Time. Trigger decision needs to be taken fast.
Solution:   Simplification.
Challenge: Clever simplification = good performance.

E.g. track reconstruction in regions of interest and simplified MET calculation.
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Online reconstruction
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Clever ideas need to be deployed to bring online closer to offline, 
making efficiency curves sharper and plateau closer to 1.
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Trigger
• To profit fully from an improvement in reconstruction, the relevant algorithm has to be 

used at the relevant trigger selections to provide optimal online-to-offline correlation.
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Efficiency measurements

• Select events based on requirements on one object (tag) and study the response of 
the second object (probe), not used in the event selection, using some constraint 
such as the Z mass.
• e.g. Zàττ events.

• Typically used for measurement of the identification efficiency

• Measure directly the efficiency on an independent, orthogonal sample. 
• e.g. jet trigger efficiency on a sample triggered by muons, 

• The efficiency, εB, of a selection B, inclusive compared to a selection A, can be 
determined in a sample of events passing selection A (provided that εA is 
measurable): εB = εB|A×εA.
• e.g. trigger efficiencies, say B: tau50_loose & A: tau16_loose

Relevant beyond the trigger…

Orthogonal sample

Bootstrap method

Tag and Probe



186

Trigger selection 2015 offline 
threshold 

(GeV)

2016 offline 
threshold 

(GeV)

2017 offline 
threshold 

(GeV)

Representative

physics case

Peak Luminosity 5x1033 cm-2 s-1 1.2x1034 cm-2 s-1 1.7x1034 cm-2 s-1

isolated single e 25 27 27 “Main” triggers. Thrs
driven by Higgs (ZH, 
WH), Top, SUSY.isolated single μ 21 27 27

di-γ 40,30 40,30 40,30 Higgs (H→γγ,
HH→bbγγ).

di-τ 40,30 40,30 40,30 Higgs (H→ττ,
HH→bbττ), SUSY.

four-jet 45 45 45
SUSY, Higgs, exoticsMET 180 200 200

Physics Menus

Offline selections from which the triggers are “usable”, 
i.e. at efficiency plateau or highly efficient otherwise
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Reconstructing particles
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taus A tau jet (signal)…

…vs. a QCD jet (background)

Tau Decay Mode B.R.
Leptonic τ±à e± + ν + ν 17.8%

τ±à μ± + ν + ν 17.4%
Hadronic 1-prong τ±à π± + ν 11%

τ±à π± + ν + nπ0 35%
3-prong τ±à 3π± + ν 9%

τ±à 3π± + ν + nπ0 5%
Other ~5%

¥Hadronic tau reconstruction extremely challenging
¥Using multi-variate (machine learning) techniques 

based on track multiplicity and shower shapes
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Diagrams from http://arxiv.org/pdf/1201.5844.pdf

Top,W,Z

Diagrams from http://arxiv.org/pdf/1004.1181.pdf

Z0

q

q

e+/μ+/q

e-/μ-/q
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Single-top production

Top / W decay Z decay

Top-antitop production



And the higgs!
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How about new particles?

• These decay to Standard Model particles or create MET

• E.g.

q̃
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�̃0
1

p p
q̃

q
q
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1

` `

q A"typical"SUSY""
decay"chain"
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Measurements

Cross-section

Mass

Other 
properties

Searches

Bump

Tail

Physics analyses
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