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WHAT WILL THIS LECTURE BE ABOUT?

INTRODUCTION

* Definitions and basic concepts

INPUT TO THE PHYSICS

* The data: trigger, data preparation
* The theory: Monte carlo simulations
* Reconstruction, or how to translate detector signals to particles

PHYSICS ANALYSES

* Through example, step-by-step
* Discussion of analysis methods

MACHINE LEARNING IN HEP

e Just a teaser!

Is there a topic you would like to add to this material?
If so: please let me know at the end of this lecture and | will see if | can add it!
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DATA PREPARATION
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Few years old alreadg)]/6

E.g. by now google is
at least 3-5x larger!

LHC Science Facebook
data uploads SKA Phase 1 —
~200 PB 180 PB 2023
~300 PB/year
Google science data

searches
98 PB

LHC — 2016
50 PB raw data

Google
Internet archive
~15 EB

Yearly data volumes

HL-LHC — 2026
~600 PB Raw data

SKA Phase 2 — mid-2020’s HL-LHC — 2026
~1 EB science data ~1 EB Physics data
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%»’ Worldwide LHC Computing Grid

3

an international collaboration to distribute and analyse LHC data

Integrates computer centres worldwide that provide computing and storage resource into a single
infrastructure accessible by all LHC physicists.

Tier-2 sites
(about 140)

Tier-1 sites
10 Gbit/s links

o 161 sites, 42 countries
o 1 M CPU cores

o 1 EB of storage

o >2 M jobs/day

o > 100 PB moved/month
o accessed by 10k users
o 10-100 Gb links

Network proved better than anyone imagined: Any job can run anywhere



WORLDWIDE LHC COMPUTING GRID

THE TIER SYSTIM

o Tier-o (CERN):

* Data recording,
reconstruction and
distribution

o Tier-1:

* Permanent storage,

re-processing, analysis
o Tier-2:

e Simulation, end-user

analysis

Tier-2 sites
(about 140)

J8



ATLAS DATA'MANAGEMENT >*RUCIO

600P

Data storage ATLAS data volume managed by Rucio

/ Access
, Replication

. Findable 5
Deletion Q
Accessible ""@
w Scalable Interoperable ¥ Approaching 500 PB

POIicy_d riven Reusab[e ’:‘: 2009 2010 2011 2012 2013 ZOl;ay 2015 2016 2017 2018 2019 2020
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Tape (at CERN)
about 270 PB

—————

Most reliable and cost-effective technology for
large-scale archiving
Data stored there infinitely

Disk
about 200 PB

Data for initial processing
Copies for further processing / user analysis
Data in disks gets staged from tape, on demand

* Mainly GRID
CPUs * About 400k cores
I * Mostly for RnD Also considering for the future:
GPUs e Few 10s FPGA accelerators
Opportunistic * Online farm, 100k cores
PP * High Performance Computers, primarily in the US
resources .

Volunteer computing

Magnetic tapes,Tet“ri%ved by robotic
arms, are used for long-term storage

Volunteer

computing
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@ athena ®
ATLAS Project ID: 53790

-0-70,356 Commits } 34 Branches <7 1,374 Tags [} 2.6 GBFiles [ 2.6 GB Storage 7 124 Releases

The ATLAS Experiment's main offline software repository

* All software organized in packages in Git. For example:
V https://gitlab.cern.ch/atlas/athena

* All software open source, copyrighted and licenced (Apache 2)
» “Copyright (C) 2002-2020 CERN for the benefit of the ATLAS collaboration”
* For open use - but also for crediting developers who move out of academia

* Thorough tracking of software developments a key of success
* Via the Jira software, supported by CERN IT€ Jira Software
* Multiple releases exist for merging of new code with existing one
¢ Automated tools run nightly to verify code sanity & performance
* Globally the software projects are coordinated with careful planning

- '>
e Software Tools |
* Databases g

° Anal SiS tOOIS: ROOT iS the Workhorse! Data Analysis Framework
y

* Analysis-specific software developed by teams available to whole collaboration!


https://gitlab.cern.ch/atlas/athena

DATA PREPARATION



THE LIFETIME OF A COLLISION EVENT

Detector

T B

S| |E=

non —_—X]
nmn [—--0]
Trigger

Publication

o

Reconstruction

Calibration

Day(s) - Month(s) '
a /

# events

Data analysis =| vear(s) |

Background

Relevant quantity

Theory / Simulations

=)

h(s) - Year(s)
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15t Update

2"d Update

€€ = e e

Express Express Stream

stream Reconstruction

Calibration Calibration,

streams alignment, noisy cells
~48h

Physics @ Bulk data

stream processing
~1week

Physics @ Bulk data

stream 2 re-processing
O(months)

Offline
conditions
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E.G. ALIGNMENT
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Day-by-day value of the relative longitudinal shift between the
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Fast monitoring of detector performance during data taking, using dedicated
stream, “express stream”’.

s , . or
More thorough monitoring at two instances: Background -

Express reconstruction; fast turn-around.

Prompt reconstruction: larger statistics.

# events

Relevant quantity

Noise in the detector.
Reconstruction (tracks, clusters, combined objects, resolution and efficiency).
Input rate of physics.

All compared to reference histograms of data that has been validated as “good”.
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DATA QUALITY AND “GRL2

A
Intolerable
defect 2
Intolerable _ _
defect 1 Short period during
i i which data taking
Tolerable i i conditions are
defect 2 |5} i (expected to be)
| |
Tolerable absolutely stable.
defect 1 _. I Used for data-quality
| > assessment and

Luminosity block

Luminosity blocks
in GRL

Luminosity block

luminosity
determination




N

= 160F I I I I I I ]
‘o C 7
= - _
< FAILAS (s=13TeV =
2140 Preliminary —
— 80— T 1T ] 8 - D . Delivered: 156 fb’* 3
£ 705 ATLAS Online Luminosity . E 120+ LHC Delivered Recorded: 147 fb” —
— 2011 pp Vs=7TeV —] C 7
-‘g E ——2012pp (s=8TeV ] ] C DATLAS Recorded .
o o 2015pp Vs =13 TeV 3 —4100— —
é 60 — 2016 pp (s=13TeV — 8 : n
L ——2017pp Vs=13TeV . - -
3 50F = 2018pp s=13TeV . § 80__ ]
ko] C m (@] C ]
o) C - (] __ _]
§ 40:* 3 E 60: ]
0 ] S 40 1
20 EL 201 -
10;* *; g‘ C 1 1 — oy T
E : . “H 11D W06 A6 Y W1 B A\D
O ) 30 2 30 Vg NPy Vo N g g™y
N A ¥ oct Month in Year
Month in Year
—_ T T T 40
i) o 2010, 7 TeV, max. 203.8 Hz/ub R .
% . 2011, 7 TeV, max. 4.0 Hz/nb CMS Peak Luminosity Per Day, pp |35
= e 2012, 8 TeV, max. 7.7 Hz/nb . ) )
; . 2015, 13 TeV, max. 5.3 Hz/nb Data included from 2010-03-30 11:22 to 2018-10-26 08:23 UTC
& 2016, 13 TeV, max. 14.7 Hz/nb 130
g 2017, 13 TeV, max. 20.7 Hz/nb
E 25+ o 2018, 13 TeV, max. 21.4 Hz/nb 125
£
3 20} 34’ 120
3 . (1]
9 15 . * o 15
o o °
.2 ® ..
T, 10} . 110
[a] .
x 5 .{‘,&* e. s
o x 10 " :"” & f ¢ °
& 0___&_‘_‘lp. ! e o :- 8 -' ° L 2 ey 0

\\ \\J \\
A ¥ 2 ¥ A ¥

A0 N A0
Date (UTC)

N

108



Delivered Luminosity [fb™

@
o

a o N
o O o

w
o

N B
o o
HH‘HH‘\H\‘\H\‘HH‘HH‘HH‘HH

—_
o

ATLAS Online Luminosity
2011 pp Vs=7TeV
—— 2012pp (s=8TeV
2015pp (s=13TeV
—— 2016 pp Vs=13TeV
— 2017 pp Vs=13TeV
— 2018 pp Vs =13 TeV

uoneiqied 6L/

(60
>

po" N ot

= 160F I L E | | I
e} — ]
. F ATLAS s =13 TeV =
21401 Preliminary -
3 - _ Delivered: 156 " .
S120~ |:| LHC Delivered Recorded: 147 fb’' _
5 - [ ]ATLAS Recorded PMsics:1391 .
B 1001 []Good for Physics B
S 80— E
2 oo :
= 60 - =
© C =
S 40 ]
[ - -
20 — ]

0 - [ | T N U IR B ]

©

“D AD 16
yao A o A yan A 3 A Yo

A1 3\)\‘\133““\%)\)\‘\%
Month in Year

Month in Year

uoneiqied 61,2

T T T 40
—
= * 2010, 7 TeV, max. 203.8 Hz/ub . .
% a5 . 2011, 7 TeV, max. 4.0 Hz/nb CMS Peak Luminosity Per Day, pp |35
= e 2012, 8 TeV, max. 7.7 Hz/nb . ) )
; . 2015, 13 TeV, max. 5.3 Hz/nb Data included from 2010-03-30 11:22 to 2018-10-26 08:23 UTC
& 3017 2016, 13 TeV, max. 14.7 Hz/nb 130
g 2017, 13 TeV, max. 20.7 Hz/nb
c 25¢ e 2018, 13 TeV, max. 21.4 Hz/nb 125
5
3 20} 3 )ﬁ’ 120
v (1]
9 15 N 15
0 o« °
.2 ° ..
o 10} L 4110
[a] .
~ °
5f 0{.” L 15
(] '] e .‘- L
3 %10 Fz: 1 I ':‘ f :
0 __L_‘Ar Ll . 22 o e .8 ! -' ! ! o 8 2 e o
S o o o o o o o
A ¥ A ¥ A ¥ A ¥ A ¥ A ¥ A ¥ A ¥

Date (UTC)

109



10

LUMINOSITY — THE FIGURE OF MERIT

Intensity per bunch

|7 Revolution frequency

4o, O'y

Beam dimensions

More of less fixed parameters: Revolution frequency and Number of bunches
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LUMINOSITY — THE FIGURE OF MERIT

Time 3
I
I I I
i i l 6.5 TeV
: Ly l // l ©
—— = Field in main magnets ”ﬂﬂ: ! | :
—— = Beam 1 intensity (current) T ! ! : :
—— = Beam 2 intensity (current) ! : : :
i i i 1
i i i
i i i
i i i
450 GeV I I I
' ' i< X
Injection )i\ Ramp );'< Squeeze | Stable beams for physics : Dump
' ' Adjust ' Ramp down

e The LHCIs built to collide protons at 7 TeV per beam, which is 14 TeV centre of Mass
* In2012itranat 4 TeV per beam, 8 TeV c.o.m.

* Since 2015 it runs at 6.5 TeV per beam, 13 TeV c.o.m
* In Run 3, starting this year, it will run at 6.8 TeV per beam, 13.6 TeV c.o.m Why not 14 TeV?

Figure from R. Steerenberg
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LUMINOSITY — THE FIGURE OF MERIT

= 80— | | | | | .
2 | ATLAS Online Luminosity ]
L —_ Ed > 70— —— 2011pp Vs=7Tev =
— t B - —— 2012pp (s=8TeV ]
o — —— 2015pp Vs=13TeV E
€ 60— 2016pp fs=13Tev .
S C  ——2017pp Vs=13TeV ]
S 5QF = 2018pp (s=13TeV E
ge - ]
S 40— -
o — N events e .
N L 8 30 E
()] - .
20 =
10 = §;’
Joft oF AW oct

Month in Year



M

LUMINOSITY DETERMINATION  -rieunc or meur

A measurement of the number of collisions per cm? and second.
Multiple methods used for determining luminosity: reducing uncertainties.
Principle detectors for luminosity determination on ATLAS:

Beam Conditions Monitor (BCM) LUCID
Designed for beam abort system Dedicated Luminosity Monitor
Diamond Sensors, |n| ~ 4.2 Cherenkov Tubes, 5.6 < [n| < 6.0

LUCID 2 installation
in 2014
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Normalization is done with beam-separation scan (Van-der-Meer scan). Requires careful

control of beam parameters: beams moved vertically and horizontally, varying how they
overlap

Study p = f(AX) - calculating the combined size of both beams in the horizontal and the
vertical directions

<}l‘_| :I I T T T { LI | LI | L { 1 T | L | j
a - ATLAS Preliminary o Signal il
. . = TE July 2017 vaM, Scan | o Signal bkg. subt. 5
pl(x y) -<— Transverse proton density functions —— p (x Y) = [ Bunchsot 1112 o o
v y 2\R, "~ 40-1L LUCID BititoR Beam gas _
— E B,a‘ﬁ—s\n
Bunch 1 Bunch 2 3 N
Am <7102 o N _
S - S w
X -3 g é’“
npl npz 10 E¢ ‘a‘\a
Number of protons  Number of protons eI b
. . . . . . é'—‘Zé/A L -V - W O s A“"?%é
Beam separation scans provide absolute luminosity calibration ol g ettt L bl
06 04 02 0 02 04 06

From http://cds.cern.ch/record/1490292/files/ATL-DAPR-SLIDE-2012-627.pdf A X [mm]

Determine the total number of protons in each colliding bunch from the measurement of
the beam currents

Result: luminosity measurement with very small uncertainties (order of few %) with very
fast turn-around time.
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Standard Model Total Production Cross Section Measurements Status: February 2022
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We only build one detector: how does this influence the physics we are doing?

How do we compromise physics due to detector design?

How would a different detector design affect measurements?

How does the detector behave to radiation?
In the detectors we only measure voltages, currents, times: how do we go from these to
particles?

It’s an interpretation to say that such-and-such particle caused such-and-such signature in
the detector.

Simulating the detector behavior we correct for inefficiencies, inaccuracies, unknowns.
We need a theory to tell us what we expect and to compare our data against.

A good simulation is the way to demonstrate to the world that we understand the
detectors and the physics we are studying.

18



Event Generation
simulate the physics process.

-~

Detector Simulation
simulate the interaction of the
particles with the detector
material.

= =

Digitization
Translate interactions with
detector into realistic signals.

—

Reconstruction
Go from signals back to particles,
as for real data.

How much processing time
needed for each step?

From < 1s to a few hours [ event.

From 1to 10min / event

From 5 to 60s / event
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M ONT[ CARI.O G[N [RATO RS VARIOUS MODELS OF THE PHYSICS OF INTEREST

e H cOmya(ép CASCADE HELAC ALPGEN MCFM i
%y Horace TAUOLA NLOJet++‘ISAJET POMWIG "

«c ResBos JIMMY Z28\

‘ l EPOS BlackMax  AF B
=g _Protos Ethen WLl Y Y
a8 PHOTOS ™=

1 B~ FEWZeTrrox se iy

Prospino2 DYNNLQ he MC@NLO Package [SSAY"
CHARYBDIS
ourtesy: Z. Marshall

B G o
MadGraph5 aMC@NLO T0p++$ ____ MadGraph > <g




OUR LHC SIMULATION: THE DREAM

p
Generator |—v

HepMC

Particle Filter

-

v [
MCTruth [ MCTruth
(Gen) (Sim) |

Simulation |

E Pile-up l’*:
| \

f
1

———————  EN

MCTruth MCTruth
(Pile-up) and SDOs

i i i —— o o e o

| ' ROD Emulation { [
Merged Hits | (pass-through)
A 4

Reconstruction

Raw Data
Objects

| ROD Input
Hits Digitization Digitspu

ROD Emulation |

Bytestream

Bytestream
Conversion

{14

Illustration: Z. Marchall
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THIS IS MOST PEOPLE’ S VIEW OF THE CHAIN
and this is how we will treat it too, in lack of time...

Generator

\
<-L
v

Reconstruction

Different magic
happens

L

Illustration: Z. Marchall






SIMULATION — FULL AND FAST

Events

25

20

15

10

Geant4 / Fluka,Flugg / Geant3

‘ Frozen Showers

AFIl (Atlfast2) / AFIIF (Atifast2F )

Atlfast(1)

S22 Atifast-ll
“~ Fast G4 Sim

— Full Sim

]

Time [Unnormalized seconds]

M



The @ATLAS Open Data



Why? > Guarantee openness and preservation of experimental data

New open data policy in support of open science from CERN & the LHC experiments

PLER-REVIEWED PUBLICATIONS DATA FOR OUTREACH AND EDUCATION

* Open Access » Selected and formatted (“light”) datasets

* Followed by detailed data related to * Examples available in Jupyter notebooks
the results, available at hepdata.net * Used in university classes, in growing numbers
Purpose: Communicate results and @Purpose: Maximize educational impact
maximize their scientific value More info: https://atlas.cern/resources/opendata

RECONSTRUCTED & CALIBRATED DATA @ATL\AS

* Followed by related metadata
* Accompanied by appropriate o notebook examme
simulated data samples | | e P T
Purpose: Algorithmic, performance " e
and physics studies e

Searching for the Higgs boson in the H—yy channel
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WHAT DO WE RECONSTRUCT?

Simplified Detector Transverse View

Muon Spectrometer
Toroids
HadCAL

* Tracks and clusters

Tracker

* Combining those:
 “objects”, i.e. “particles”

Q
[=] e N
ol & 4 = kN
o' o Py =g
(1)
Bosons

Leptons

1
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RECONSTRUCTION — FIGURES OF MERIT
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DEFINITION EXAMPLE NEEDS BE:
how often do we electron identification T
> | reconstruct the efficiency = (numberof | 5 —— .—___  [High
(= . g B - 1
= object we are reconstructed electrons) | §..- e E
S |interestedin [ (number of true oo, ]
[ - . . o075k ATLAS Simulation Preliminary —— LOOS_S E
= electrons) in bins of TE etV ~—tedum 3
o7E — ee Simulation —— Tight =
transverse momentum -
E;[GeV]
how accurately do energy resolution = S 250 arias omtr2e000m ]
—4 %200:— — GOOd
S | wereconstruct the | (measured energy —true | = :
= . 1 | (asmall
= | quantity energy) [ (true energy) JF E
=] | | number)
‘ﬁ s0f )H =
x %2 0.15 0.1 -6‘."0F5 -E) 0.05 0.1 (E_(!);IS) 0.2
. . x10
how often we a jet faking an electron, | 2’} -
w | reconstruct a fake rate = (Number of 5003:3 PoaE— Low
= | different objectas | jetsreconstructed asan 00223 ++
‘g the object we are electron) / (Number of 0zf ++++ +++ + +++ ﬁi
015
. . . . . $+ &
= |interestedin jets) in bins of et hatte T 4 A
. 1. 005:—
pseUdorapldlty T a— I S— h2]‘.5




RECONSTRUCTION — GOALS

High efficiency
Good resolution
Low fake rate

131

Reconstruction time per event [s]

80

70F

Software improvements

60F
50F
40f
30F
20f

10F

Vs =14 TeV =
<u>=40 3
25 ns bunch spacing 1
Run 1 Geometry ]
pp — tt 3
HS06 = 13.08

—e— Full reconstruction -
—e— Inner Detector only

| | |

17.2, 32bit 19.0, 64bit 19.1, 64bit 20.1, 64bit

Software release

Robust against detector problems and data-taking conditions:

Noise
Dead regions of the detector
Increased pile-up

Multi-processing reduces
the memory footprint

Computing-friendly
CPU time per event
Memory use

)
]
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Running jobs...
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WHAT DO WE RECONSTRUCT?

W Simplified Detector Transverse View

* Combining those:
 “objects”, i.e. “particles”

Muon Spectrometer
Toroids
HadCAL

Tracker



A track represents a measurement of a charged particle that leaves a
trajectory as it passes through the detector.

lts momentum;
Its direction;

Its charge;

Its “perigee”: the closest point to
a reference line,
transverse (d,) or longitudinal (z,).

of most of particle reconstruction.



Perfect measurement - ideal Imperfect measurement - reality

\YA”

Parameterize the track;

Find parameters by Least-
Squares-Minimization;

Small errors and more points help to constrain the possibilities Quantitatively:
[ ]
[ ]

Obtain also uncertainties
on the track parameters.



TRACKING IN A NUTSHELL - TRACK FITTING

For a track we measure:
lts momentum;
Its direction; X
Its charge;

Its “perigee””: the closest point to
a reference line,
transverse (d,) or longitudinal (z,).




TRACKING IN A NUTSHELL - TRACK FITTING

For a track we measure:

lts momentum;
Its direction; x]
Its charge; X

Its “perigee”’: the closest point to
a reference line,
transverse (d,) or longitudinal (z,).

And their uncertainty

A\

\%

Small uncertainties are required. y

What can lead to
ddo is < O(1oum) and 66 < O(o.1mrad). uncertainties?

Allows separation of tracks that come from different particle decays (which can be
separated at the order of mm).
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TRACKING IN A NUTSHELL - THE UNGERTAINTILS

Presence of Material
Coulomb scattering off the core of atoms
Energy loss due to ionization
Bremsstrahlung
Hadronic interaction

Apparent track A

Misalignment Real track

Detector elements not positioned in
space with perfect accuracy.

Alignment corrections derived from data

and applied in track reconstruction. — -
Real position

/ Apparent positf(-)n
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IMPACT OF GOOD ALIGNMENT

improving the tracker alignment description in the reconstruction gives better
track momentum resolution which leads to better mass resolution.

[T T [Tt —E— el — T
30000 ® Spring 2011 alignment
C o New alignment |

25000 B2~ be MC

8= % F [ % L8 [ it &1

ATLAS For Approval 5
| Data2011,Ns =7 TeV ]

fL dt =702 pb"

20000 :_ ID tracks

Z candidates / 1 GeV

15000
10000

5000

o E S e 0 S i G =
%O 70 80 90 100 110 120

M,.. [GeV]

Can see the reconstructed Z width gets narrower if we use better alignment
constants. Very important for physics analysis to have good alignment.

Alignment of detector elements can change with time, for example when the
detector is opened for repair, or when the magnetic field is turned on and off.



RECONSTRUCTION OF TRACKS AT DUNE’ S NEAR
DCTCCTOR PROTOTYPE
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WHAT DO WE RECONSTRUCT?

W Simplified Detector Transverse View

Muon Spectrometer

Toroids
HadCAL

* Combining those:
 “objects”, i.e. “particles”

Tracker
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Reconstruct energy deposited in the calorimeter by charged or neutral particles;
electrons, photons and jets.

The energy;
The position of the deposit;
The direction of the incident particles;

Typically, a shower created by a particle interacting with the matter extends over
several cells.

Sliding window. Sum cells within a fixed-size rectangular window.

Topo-clustering. Start with a seed cell and iteratively add to the cluster the neighbor of
a cell already in the cluster.



CLUSTER FINDING — AN EXAMPLE

CMS crystal calorimeter — ECAL clusters
electron energy in central crystal ~80%,

in 5X5 matrix around it ~96%.

" Front view

- Side view

i

15
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CLUSTER FINDING — AN EXAMPLE

Projection ? L -
l v 30 Thigh threshold,
- for seed finding
20 1€
low threshold,

0
>n 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27
Channel

Simple example of an algorithm
@ Scan for seed crystals = local energy maximum above a defined seed threshold

@ Starting from the seed position, adjacent crystals are examined, scanning first in
@ and theninn

@ Along each scan line, crystals are added to the cluster if

The crystal’s energy is above the noise level (lower threshold)
The crystal has not been assigned to another cluster already
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CLUSTER FINDING — AN EXAMPLE: DIFFICULTILS

Careful tuning of thresholds needed.
needs usually learning phase;
adapt to noise conditions;
too low : pick up too much unwanted energy;
too high :loose too much of “real’” energy. Corrections/Calibrations will be larger.

example : one lump or two?




WHAT DO WE RECONSTRUCT?

_———~ Tracks and clusters

Z‘ > v' y/

~YCombining those: N

* “objects”, i.e. “particles” S

W Simplified Detector Transverse View

Muon Spectrometer
Toroids
HadCAL

N

Tracker
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Quarks

Leptons

1 11

2.4 MeV | 1.3GeV
B
4.8 MeV § 104 MeV

<2eV <2eV

Ve | V,

0.5MeV § 16 MeV
e|mn

I11
170 GeV

t

4.2 GeV

b

91 GeV

Z

80 GeV

126 GeV

H

Bosons
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ELECTRONS / PHOTONS

Final Electron momentum measurement
can come from tracking or calorimeter
information (or a combination of both)

Often have a final calibration to give the
best electron energy
Working points define categories
E.g. loose, medium, tight
Trade-off: Efficiency vs Fakes

Often want “isolated electrons”

Require little calorimeter energy or tracks
in the region around the electron

Simplified Detector Transverse View

Muon Spectrometer
Toroids
HadCAL

TRT
SCT
Pixels

150
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Final
can come from tracking or calorimeter
information (or a combination of both)

Often have a final calibration to give the
best electron energy

E.g. loose, medium, tight
: Efficiency vs Fakes

Require little calorimeter energy or tracks
in the region around the electron




ELECTRONS / PHOTONS — BACKGROUNDS

Sources of backgrounds:
Hadronic jets leaving energy in calorimeter

While calorimeter clusters are much wider for jets than for electrons/photons -
there are many thousands more jets than electrons

rate of jets faking an electron needs to be very small (~10%)

Complex identification algorithms are required to give the rejection whilst keeping
a high efficiency
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ELECTRONS / PHOTONS — IDENTIFICATION ALGOS

o,
g
o 1

Hadranic Leakage

:' li (LY

L L 2 1 E L
0008 0008 0.01 0012 0018 ) 01 0z 03 o0& 085 408 _ o7 0 100 200 300 400 500 800 700 B30 230 1000
w, R_..(Gev) AE, (MeV)

llllll

e 3 g LR ]
- o 3 3

1o°§r K
u ¢ L L L I 1 .
Q 01 02 03 04 05 06 07 08 09

W

Example of different calorimeter shower shape variables used to
distinguish electron showers from jets in ATLAS
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MUONS

Combine the muon segments found in the muon detector with tracks from
the tracking detector

Momentum of muon determined from bending due to magnetic field in
tracker and in muon system

Key; Muon
Electron

Charged Hadron (e.g.Pion) ——

i )m" — — — - Neutral Hadron (e.g.Neutron)
> 7 [ Photon

Combine measurements to get
best resolution

Need an accurate map of magnetic
field in the reconstruction software

Alignment of the muon detectors
also very important to get best
momentum resolution
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Simplified Detector Transverse View
“MS”<{ Muon Spectrometer

Toroids
pZ Projection “Calo”{
“Calo-tagged” u: ID + calo |
= “Segment tagged” y: ID + segment TRT
(low pT, poor coverage) “ID”

. PP T TTORG

“Standalone” y: MS-only “Combined” u: ID + MS
(outside ID acceptance, decays in flight)




JETS

. Signal Process

. Underlying Event

Initial State

Parton Shower . Fragmentation

Final State Hadronization

Parton Shower and Hadron Decays

. Beam Remnants
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JET PRODUCTION PROGESSES

proton - (anti)proton cross sections
 10°

c (nb)

EI LILJ I LI} l LI ) : LI} l : T T L) T

1 %o I

i : "~  HE
Tevajron ;LHC: LHC
E_ ' 0 -

? Gb

; |

E o, (E;" > s/20)

g‘

E GZ

£ o (E >100 GeV)

3

E t .
E 0,(M,=125 GeV) /

:r (M =125 GeV)

F WJS2012
L1 || 1

1 10°

10
10°
10°
10'

1 10°

0.1

i
10

d 10°
g 10°

§10° ™

events / sec for £ = 10® em™s’

Jets are produced:

by fragmentation of gluons and
(light) quarks in QCD scattering

by decays of heavy Standard Model
particles, e.g. W & Z

in association with particle
production in Vector Boson Fusion,
e.g. Higgs

in decays of beyond the Standard
Model particles, e.g. in SUSY
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JETS

subprocess fraction

1.0

05 F

0.3 F
02}
0.1 F

0.0-111

0.9 F
08 |
07 F

06 |

04 F

inclusive jet production at LHC (n'* = 0)

qg+gq

[ MSTW2008 NLO
1 l 1 1 1 1 1 11 1 l

100 1000

p.” (GeVic)

At low energy, jets are more likely

produced by gluon fusion.

o+

QL

-

()}

)

£

=

O

(gv)
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o+
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R

jut

© ~ Hadronisation

o ~ process

- Parton shower

Q. Finalstate v B,

8 radiation G} VN o@r
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) L. ¢>_"s

o Initial state -7 Hard “~<

-
-
-

YV YV

@\ Underlying event

(multiparton interactions)
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JET ALGORITHMS — THEORY REQUIREMENTS

The final jet configuration should not change when
* adding extra soft particles (infrared safe) or when

* collinear splitting occurs (collinear safe)

Final jet should not depend
on the ordering of the
seeds...

Soft gluon radiation
should not merge jets

159
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...and on signal split in

two possibly below
threshold



JET ALGORITHMS — EXPERIMENTAL REQUIREMENTS

Detector technology Data taking conditions Easily
independent: independent: implementable:
Insignificant effects of detector Stability with * Fully specified
* Noise * Luminosity * Fast

* Dead material * Pile-up

* Cracks * Physics process
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JET ALGORITHM COMMONLY USED AT THE LHC

Algorithm

Create a list of particles and produce all possible pairs (i, j)

Calculate all distances between particle i and all other particles (d;) & beam axis (d3)

If min(d;,d;) = d;, then combine i and j into a single “particle”

If min(d,;,d;) = dis, then declare i as final state particle and remove it from the list of particles

Repeat until no particles remain in the list

What IS d’]? b [GeV] = anti-k,, R=1 |
* dig=(p’1)" and d; = min[(p*r)", (PZT;')"] AR; /R M

* Forn=-1: anti-ky R: constant, the jet radius.

‘anti-k;’

* A ‘recursive recombination’ algorithm. Starts from (topo-)clusters

* Hard stuff clusters with nearest neighbor

68T11°C080 :AiXJe

* Various cone sizes (standard R=0.4/0.5, “fat” R=1.0)
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JET CALIBRATION 8 t
9
) o qJ
* Correct the energy and position E
measurement and the resolution. 3?,
e Account for:
o+
Instrumental effects :JT
Detector inefficiencies O
(P”e_up) E sra:g':snsisation
Electronic noise
Clustering, noise suppression - o Parton shower
. — inalstate  y b,
Dead material losses - radiation” | , :
Detector response I ,Q_,

. L. o Initial state -7 Hard “~<
Algorlthm eff|C|ency radiation _ process
Physics effects > A < )
Algorithm efficiency > gy, 0" <
'ap H ) Y

Pile-up , - <§
. e . Underlying event
‘Underlylng event’ . e (multiparton interactions)



JETS AND PILE-UP

Multiple interactions from pile-up

T

Jet

(N_ ), p.>20GeV

Data/MC

5.5

4.5

3.5

1.05

0.95

‘Jet-areas’ corrections
Inspired by arXiv:0707.1378

J. L LI l LI l L I LI I LI I LI l LI I L I_
— ATLAS Preliminary @  MC, No Correction o
- Zooup +jets ¢ Data, No Correction n
= anti-k, LCWR = 0.4 [ MC, Area Correction =
:_ 0.0< <21 # Data, Area Correction _:
—_r 111 111 I 111 I 1111 I 111 | - 111 I 111 I 111 I_

j

10 15 20 25 30 35 40

OFT
(6]

w
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B-JETS

@b-hadrons have a lifetime of ~1072s.
@They travel a small distance (fraction of mm)

before decaying.

@A “displaced vertex” creates a distinct jet, so
b-jets can be tagged (b-tagged).

@ b-tagging uses sophisticated algorithms,
mostly multi-variate (machine learning).

b-jets create distinct final states, important for
both Standard Model measurements and
searches for New Physics.
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EXTRA-TERRESTRIAL
THE 20th ANNIVERSARY



MISSING TRANSVERSE MOMENTUM — ME;

I1 III

4.8MeV | 104 MeV || 4.2 GeV
d s

Quarks
Bosons

Leptons

0.5MeV | 16 MeV § 1.8 GeV

In the transverse plane:
—_—

2ipri =0

So for what we can’t directly measure (e.g. neutrinos)

mISS —
Er™ = —=Xpr;

Simplified Detector Transverse View

Muon Spectrometer
Toroids
HadCAL
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MISSING TRANSVERSE MOMEINTUM - ML,
\)\/L’ Simplified Detector Tn:f.‘::;s:ffoxix

DARK Toroids
MATTER

Ba\E

In the transverse plane:

S —

CANDIDAT[SI
So for what we can’t directly measure (e.g. neutrinos)

miss —
Er™ = —Xipry

TRT
SCT

16/



PARTICLE FLOW
FOR HADRONIC RECONSTRUGTION



PARTICLE FLOW
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PARTICLE FLOW




PARTICLE FLOW

“Flow of particles” through the
detector.

Reconstruct and identify all particles,
photons, electrons, pions,...

Use best combination of all sub-
detectors for measuring the properties
of the particles.

First used at LEP (ALEPH) and then at
the LHC (CMS).

(L
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JETS IN PILE-UP

Calorimeter

Tracker

Multiple interactions from pile-up
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JETS IN PILE-UP

Calorimeter

Tracker

v' Requirement that particles originate
from the primary vertex.

Multiple interactions from pile-up
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MOMENTUM RESOLUTION

Resolution=0p,,.s./ReSPONSe

>

30 40 50 100 200 300 1000
p‘TrUth [GeV]

Resolution: the quality with which we measure the jet momentum.



Resolution=0p,,.s./ReSPONSe

15

A
1B Without particle-flow jet reconstruction
== (=0
(u)=40
>
30 40 50 100 200 300 1000

ptTrUth [GeV]

Resolution: the quality with which we measure the jet momentum.



Resolution=0p,,.s./ReSPONSe

A
1B Without particle-flow jet reconstruction
== (=0
{w)=40

With particle-flow jet reconstruction
(qualitative picture, work in progress)

N . \\\ <M>=O
N —— (u)=40

~
~
~
~
~,
~
~,
~
~
~,
~.
~.
s
S
~~
~.
~.
S~
~~
~~
~~
~<Z
_____
.....

30 40 50 100 200 300 1000>

ptTrUth [GeV]

Resolution: the quality with which we measure the jet momentum.
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MOMENTUM RESOLUTION

Without particle-flow jet reconstruction

== (W=0.
—o— (W)=40

With particle-flow jet reconstruction
(qualitative picture, work in progress)

(w)=0
= (W)=40

Resolution=0p,,.s./ReSPONSe

S
~,
~
~,
~,
~.
~.
s
S
~.
~
~.
~.
~~
~~
~~
~~
~<Z
_____
~<Io
~~~~~
......

30 40 50 100 200 300 1000>

p‘TrUth [GeV]

Significant improvement for low-pT jets. Similar for MET.



Pl (GeV)

c 15CMS, 36 pb” \s=7TeV
T T T 1T TTT T T T T T TTT T | e | T T T T T ‘ ‘ : — ‘
) Anti-k , R=0.4 —=— Calo x L |
= 0.6- CMS v - S _ | .
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Jet P, (GeV)

In Jet Energy resolution and uncertainty, large improvements with respect to calo jets!
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PF jets (CMS) and calo jets (ATLAS) have similar performance.

Particle reconstruction always needs to be optimized depending

on the detector technologies and experimental requirements.
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CMS simulation 8 TeV
C 0.5 ) T T T T T T | T T T T T T 17T
o Fe Anti-k., R=0.5 -
E 0.451.. mPRef|<1.3 E
Q 045 PF PF+CHS E
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PF jets (CMS) and calo jets (ATLAS) have similar performance.
Particle reconstruction always needs to be optimized depending
on the detector technologies and experimental requirements.
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Trigger (“online””) reconstruction same as “offline”.
Time. Trigger decision needs to be taken fast.
Simplification.

Clever simplification = good performance.

N
N

E.g. track reconstruction in and
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ONLINE RECONSTRUCTION

# events passing offline selection & trigger
# events passing offline selection

trigger efficiency =

> — T —
8 | i 5 ? I I I I I | S
I , 10005 @ Aperrees e SiEreregre e e e-eegggoegl 1000 T
£ [ P o o i I - e e _ , 1 2
o g + ¢ o & ATLAS Simulation | ¢
% 08l ATLAS Simulation oo 2 G os 5~ bE%? —goo &
= - ~ ~0 - > = T >
oL =ty 1 & F m@=1.1TeV, m(¥)=1TeV |
L e 0 . 5 | g
06|~ o M(H=550GeV, m(x,)=350GeV  go0 T 06 Signal distribution %0 &
. [2]
- A 1 £ 2011 E™™* trigger 1
04l Signal distribution -400 o 04 0012 E™ 11400 3
4 - : [ ]
L e 2011 5-jet trigger - - T figger (prompt)
miss 4 . -1
B e 2012 5-jet trigger (delayed) | 2012 E; ™ trigger (delayed) |
0.2— o —200 0.2 —200
: e : 0_.;.;._._.;.1:12}0-.".1 P IR S T S R SR R _8
o'eolegerer®™  , | | ;b T
% T 20 40 60 80 100 120 0 200 250 50

Clever ideas need to be deployed to bring online closer to offline,

Offline calibrated 5™ leading jet P, [GeV]

Offline ET'™* [GeV]

making efficiency curves sharper and plateau closer to 1.
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* To profit fully from an improvement in reconstruction, the relevant algorithm has to be

used at the relevant trigger selections to provide

>

Variable A, offline

/

\ 4

>

Variable A, online

Variable A, offline

>

/

~ >

Variable A, online

Variable A: e.g. leading jet pT



Relevant beyond the trigger...

* Select events based on requirements on

such as the Z mass.
* e.g. Z>TT events.

* Typically used for measurement of the identification efficiency

and study the response of
not used in the event selection, using some constraint

* Measure directly the efficiency on an

* e.g.jet trigger efficiency on a sample triggered by muons,

* The efficiency, €5, of a selection B, inclusive compared to a selection A, can be
determined in a sample of events passing selection A (provided that €, is

measurable): g5 = gg)5 X €.
* e.g. trigger efficiencies, say B: tau50 loose & A: tau16_loose

€g

.......................

Eg)A

......................
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Trigger selection

2015 offline
threshold
(GeV)

2016 offline
threshold
(GeV)

2017 offline
threshold
(GeV)

Peak Luminosity

5x1033 cm=2s™

1.2X1034 cm2 s

1.7x1034 cm2 5™

Representative
physics case

isolated single e 25 27 27 “Main” triggers. Thrs
driven by Higgs (ZH,

isolated single u 21 27 27 WH), Top, SUSY.

di-y 40,30 40,30 40,30 Higgs (H—vyy,
HH—bbyy).

di-t 40,30 40,30 40,30 Higgs (H—Tr,
HH—bbtT), SUSY.

four-jet 45 45 45

MET 180 00 500 SUSY, Higgs, exotics

Offline selections from which the triggers are “usable”,
i.e. at efficiency plateau or highly efficient otherwise
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RECONSTRUCTING PARTICLES

Quarks

Leptons

I IT TIIT
2.4 MeV | 1.3GeV § 170 GeV 0
ulc|tLY
0
48MeV || 104 MeV § 4.2 GeV g.
d S b k=
<2eV <2eV <2eV Z
80 GeV
Vel V. | V.
W
05MeV § 16 MeV § 1.8 GeV 126 GeV
e B T H

Bosons

Simplified Detector Transverse View
Muon Spectrometer
Toroids
HadCAL

Tracker

16/



Tau Decay Mode B.R.
Leptonic TF2>eT+v+y 17.8%
TEDuF+v+v 17.4%

Hadronic |1-prong |[TtT=2> ™ +v 1%
TT> T +v+nm° 35%

3-prong |[TEF2>3MF+v 9%

T2 3T +v +nm° 5%

Other ~5%

Hadronic tau reconstruction extremely challenging
Using multi-variate (machine learning) techniques

based on track multiplicity and shower shapes

A tau jet (signal)...

jet cone

T-cone N TT-
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a) b) c)

Diagrams from http://arxiv.org/pdf/1201.5844.pdf

(a) (b)

Q|

Diagrams from http://arxiv.org/pdf/1004.1181.pdf
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AND THE HIGGS !
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HOW ABOUT NEW PARTIGLES?

* These decay to Standard Model particles or create ME;

A typical SUSY
decay chain
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Measurements { Searches
Cross-section Bump
Mass Tail
Other
properties




