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Formulating the problem

Classification approach: what gets classified?

”windows” of a multivariate timeseries

what are stable and interlock windows?
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CNN

Input

Recurrence Plots of the data windows

Time Series Classification → Image Classification
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Recurrence Plots

What is a recurrence plot(RP)?
Visualization of the recurrence of a state −→x i in phase space.

Ri,j = Θ(ε− ‖ −→x i −−→x j ‖) (1)
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CNN

Architecture
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CNN

Input

Training validation and test splits
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Balanced Data

Test results for model trained on balanced data and tested on balanced data:
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Real Distribution

Test results for model trained on balanced data and tested on data

following the real distribution:
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GUI

GUI for live predictions!
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Any Questions?
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More Network Parameters

Optimizer Adam

Learning rate 0.01

Batchsize 2048

Loss binary crossentropy

Sample sizes:

Balanced: Training: 802 Stables and 1669 Interlocks

Test: 187 Stables and 347 Interlocks

Real distribution:

Test: 137599 Stable and 345 Interlocks
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loss function and metric of the presented model
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Incentive

The Interlock system makes up ∼ 20% of the total beam time loss

If interlocks can be predicted,we can prevent them

Figure by Li Sichen
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Sanity Checks

Compare the CNN performance and recurrence plot algorithm to

results of the paper
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Sanity Checks

Datasets are available from the UCR archive.

Classification results (error rates)
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Sanity Checks

Recurrence plot comparison
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