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• Why x-rays? 
• Principles of scattering and diffraction 
• Sources of short x-ray pulses 
• Time-resolved scattering 
• Time-resolved diffraction 
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Why x-rays?
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X-ray region of spectrum

• Wavelength:  0.1-100 Å 
• Photon energy:  100 eV - 100 keV
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X-ray region of spectrum

• Wavelength:  0.1-100 Å 
• Photon energy:  100 eV - 100 keV
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X-ray scattering / diffraction

• Use interference of scattered radiation to infer 
electronic charge distribution, atomic structure 

• Measure “cuts” of Fourier Transform space
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Ultrafast + scattering / diffraction

• Speed of sound (condensed media) ~ 2000 m / s 
• Typical interatomic spacing ~ 1 Å 
• Δt ~ (1 x 10-10 m)/(2000 m/s) = 50 fs

Vibrational dynamics

(tomorrow:  spin and valence dynamics)
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Principles of scattering and diffraction
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Thomson 
scattering

inelastic (dipole, quad, etc.)KE term

Interactions:  EM radiation & matter

• Hamiltonian for a free particle with mass m and charge q

H =
|P� qA/c|2

2m
=

|P|2

2m
� q

mc
(A ·P+P ·A) +

q2 |A|2

2mc2

(non-relativistic)

A = ✏̂

r
~

2✏0V !

⇣
a†ke

�ik·r + ake
ik·r

⌘

photon creation
photon annihilation
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Interactions:  EM radiation & matter

• Per atom elastic scattering weak, ~ 10-26 m2 
• Typically weaker than incoherent contributions…but 

maintains phase coherence

J. H. Hubbell, H. A. Gimm, I. , “Pair, Triplet, and Total Atomic Cross Sections (and Mass Attenuation 
Coefficients) for 1 MeV–100 GeV Photons in Elements Z = 1 to 100,” J. Phys. Chem. Ref. Data 9, 1023 
(1980).

Carbon atom
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Coherence

• To use interference as a probe, coherence essential 
• What is coherence?

µ(r1, r2) =
�E(r1, t)E(r2, t)�⇥�

�|E(r1, t)|2⇥ �|E(r2, t)|2⇥

“Complex coherence factor”

“Incoherent” “Coherent”
µ� 0 µ� 1

Spatial coherence:

Ability of waves at different locations to interfere
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Coherence

• Coherence volume:  volume of space such that

µ(r1, r2) =
�E(r1, t)E(r2, t)�⇥�

�|E(r1, t)|2⇥ �|E(r2, t)|2⇥

|µ(0, r)| > 1/2

• Usually divided into “longitudinal” and “transverse”

k

lcoh = �2/2��

tcoh � 1/d (d is an apparent 
source size)
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Coherence and order

Source coherence volume

S
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e 
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low high

low

high

Diffuse scattering

Diffraction

Coherent imaging
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Diffuse scattering

• Coherence volume small compared with illuminated 
sample volume

• Coherence volume large compared to interatomic spacings

Look at the average 
distances between atoms 
within the coherence 
volume dimensions
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Diffuse scattering

Structure factor

... a Fourier transform

Q = kf � ki

r
Phase di�erence = r · kf � r · ki

ki

kf

F (Q) =
�

j

fje
iQ·�j

Is
I0

= |F (Q)|2
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Diffuse scattering

• How to get structure?

S(Q) =
X

n

fn(Q)2
X

m 6=n

fn(Q)fm(Q)
sin(Qrnm)

Qrnm
(8)

Equation 8 allows for direct calculation of the elastic scattering from any molecular sys-

tem. This expression can be directly compared to the quantification of the EXAFS signal

(Equation 4). The comparison of these equations is the best possible approach for a com-

parison of the information content provided by the two techniques, and will form the base

for a discussion of this topic in Section 6.1.

Equation 8, can be rewritten to depend on the pair-wise radial distribution functions

(RDFs) of the sample instead of the full set of interatomic distances [20]:

S(Q) =
X

k

Nkfk(Q)2
X

l 6=k

Nkfk(Q)Nlfl(Q)

Z
4⇡r2⇢

0

(gkl(r) � 1)
sin(Qr)

Qr
(9)

This expression is particularly useful when quantifying the structure of the solvent and

solvent-shell as their structure represent an average distribution of positions, which cannot

be represented by a single snapshot of the total structure with well-defined atomic positions

of all molecules as required by Equation 8. This framework has been used to characterize

the structure of liquids for the last 80 years [32, 33].

One of the primary challenges of structural characterization of molecular species in

solution through XDS is that the entire sample contributes to the signal. Typical values

for the solubility of the systems of interest lies in the 1-100 mM range. This relatively low

fraction of the solute to solvent molecules results in a situation where the molecular species

of interest very rarely contributes by more than ⇠ 2% of the total signal. Moreover, the

XDS being a global probe, the results are much more sensitive to small changes in the

sample or setup. Because of these challenges, only two steady-state XDS measurements on

small molecules in solution have been published [34, 35]. These studies were only possible

because they were aiming to characterize the distance between to very electron-rich atoms

in the molecule under investigation (I and Pt respectively).

The problem of absolute characterization of signals has made structural characteri-

zation of molecules in solution using XDS a tool almost solely applied in pump-probe

schemes. In the pump-probe scheme, XDS is recorded in sequences of Laser
on

and Laser
o↵

measurements, and only the XDS di↵erence signal (XDS-DS) is analysed. This entails

that the solvent contribution to the signal is reduced to the changes in the scattering from

the solvent after laser excitation, which is typically on the same scale or smaller than the

signal from the molecular species. Furthermore it is insured that almost all constant and

somewhat slowly varying contributions to the signal are equally represented in both on

and o↵ data, and thus cancel out.

Time-Resolved XDS

The XDS-DS data contains contributions from all the structural changes occurring in the

probed sample volume upon laser excitation. It is usually construed as comprising three

29

Pair correlation function

[example from:  Hochgesand, Physica B 276-278, 425 (2000)]

liquid K-Bi

(assume orientational disorder)
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Diffuse scattering

• Advantages: 
• Given a structural model, easy to calculate diffraction 
• Selective, only sensitive to structure 

!

• Disadvantages: 
• Requires a model (not invertible) 
• Interaction with all electrons in sample (solvents) 
• In normal use, just the pair correlation function (no higher 

orders)
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Diffraction:  crystals

• For now, we discuss systems with true long-range order 
(no quasicrystals or incommensurate superlattices) 

• Unit cell:  arrangement of atoms (basis) 
• Vectors t describe translational symmetry, can be used to 

“build” the crystal from a unit cell

a1

a2
t = na1 +ma2
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Diffraction:  crystals

F (Q) =
X

R

fRe
iQ·RIs

I0
= |F (Q)|2

F (Q) =
X

t

0

@
X

j

fje
iQ·rj

1

A eiQ·t =
X

t

Fc(Q)eiQ·t

Fc(Q) =
X

j

fje
iQ·rj Unit cell structure factor

t

rj

R
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Diffraction:  crystals

Is
I0

= |F (Q)|2 F (Q) =
X

t

Fc(Q)eiQ·t

• For a large crystal (many unit cells), strong peaks when

Q · t/2⇡ 2 I

• We call values of Q that satisfy this for all t reciprocal 
lattice vectors G

G = hb1 + kb2 + lb3

h, k, l integers;  b1, b2, b3 reciprocal primitive vectors
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Diffraction:  crystals

Reciprocal space

a1

a2

b1

b2

�
b11 b21

b21 b22

⇥
=

⇤
2�

�
a11 a21

a21 a22

⇥�1
⌅T

ai =
�

j

aijxj

bi =
�

j

bijxj

Direct space

Reciprocal space
2D case (easily generalized)
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Diffraction:  crystals

Reciprocal lattice

a1

a2

b1

b2

Direct space
Reciprocal space

G

Lattice planes represented by G:
G = hb1 + kb2

...where h, k are integers

Direction:  orientation of plane
|G| = 2�/d

d
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Diffraction:  crystals

Ewald sphere (circle)

kf = ki + G

G

kikf

(0,0)(-4,0)

...A graphical way to predict 
where in reciprocal space 
Bragg peaks appear

Determined only by long 
range translational order
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Diffraction:  crystals

• Determining average structure from diffraction: 
• Find sets of Q that can lead to reflections 
• Practically, involves rotating crystal or changing x-ray 

wavelength to sweep the Ewald sphere around in 
reciprocal space

G

kikf

(0,0)(-4,0)
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Diffraction:  crystals

(0,0)



June 12, 2014 PSI Summer School

Diffraction:  crystals

• Now we know the translational symmetry (shape of u.c.) 
• For unit cell structure, need to measure |Fc(G)|2 for several 

reflections 
• “Systematic absences”:  additional symmetries 
• In principle, results in a system of nonlinear equations to 

solve 
• Sometimes ambiguous, need tricks (e.g. anomalous 

diffraction, see tomorrow)

Fc(Q) =
X

j

fje
iQ·rj Unit cell structure factor
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Short pulse x-ray sources
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Overview of fs x-ray sources

Accelerator-based

Plasma
HHG “Plasma-wiggler”

[Phuoc, et al. Phys. Plasmas 12, 023101 (2005)]

Laser-based

Slicing

ERL XFEL
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Laser-produced plasmas

Basic idea:  very high energy fs ablation	
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Laser-produced plasmas

Basic idea:  very high energy fs ablation	
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Laser-produced plasmas

High energy electrons sent into cold material	



+ + + + + + +	


+ + + + + + +

e-

e-

e-e-e-e-e-

e-
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Laser-produced plasmas

Core level ionization of atoms causes x-ray line emission;	


Bremsstrahlung radiation gives a continuum background	
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Laser-produced plasmas:  properties

• Integrated flux:  ~ 3 x 108/pulse at Ti Kα line (10 Hz 
system) 

• Collimation:  none (emits in all directions) 
• Brilliance:  ~ 5 x 104 photons/mm2/mrad2/0.1% BW/

pulse 
• Wavelength:  Depends on target;  most flux at atomic 

emission lines, but there is a continuum background 
esp. for high Z targets 

• Pulse duration:  ~300 fs (set by plasma dynamics) 
• Rep rate:  10-1000 Hz (depends on laser) 
• Stability:  not formally characterized, but very sensitive 

to laser
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Synchrotron radiation

Light from accelerated relativistic electrons

[Als-Nielsen & McMorrow, Elements of Modern X-ray Physics, John Wiley & Sons, Ltd, 2001]

Good ref with more math:   K.-J. Kim, Nucl. Instrum. 
Methods Phys. Res. A246, 71 (1986)
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Synchrotron radiation

Insertion devices:  more bends for more light

[Als-Nielsen & McMorrow, Elements of Modern X-ray Physics, John Wiley & Sons, Ltd, 2001]

Undulator:	


small angular excursions, 
inteference phenomena

Wiggler:	


large angular excursions, 	


essentially a series of bends
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Synchrotron radiation

Insertion devices:  more bends for more light
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Synchrotron radiation

Time structure of synchrotron X-rays

Data Acquisition Scheme 

We exploit a special electron bunch filling pattern 

at SLS for recording laser-pump-x-ray probe spectra 

(Fig. 2). The storage ring consists of 480 buckets, each 

separated by 2 ns, in which 390 are filled (a filled 

bucket is also called an electron bunch) with ca. 6 x 

10
9
 electrons (thus generating each an average current 

of ca. 0.9 mA), while in the subsequent 180 ns dark 

section a single densely packed (with up to 5 times 

more charge) hybrid electron bunch is placed. The x-

ray pulse from this electron bunch is used to probe the 

photoinduced changes of the x-ray absorption inside 

the sample. 

The amplified laser system for photoexcitation 

delivers 0.4 mJ, 400 nm, 120 fs laser pulses at 1 kHz 

repetition rate, which is synchronized to the round trip 

frequency (T = 960 ns), thus ensuring a constant time 

delay between the laser and selected probing x-ray 

pulses. A gated integrator delivers a sequence of 

output signals proportional to the input signal 

integrated over a fixed time window (Fig. 3). These 

signals are recorded with an ADC card, triggered at 4 

kHz, in order to provide a sequence of the x-ray 

signals when the laser is on and off, but also for 

recording the electronic background signal with no x-

rays present. First, the x-ray signal at time At after 

laser excitation is measured (Ip), then a background 

signal without x-rays is recorded after ca. 250 (is 

(Ibck(250 (is)), which enables post-correcting baseline 

drifts in the gated integrator, and finally, after 0.5 ms, 

the x-ray signal from a fresh sample without laser 

excitation is recorded (Iu) followed by a baseline 

correction measurement (Ibck(500 (is + 250 (is), not 

shown in the figure). The pump-probe signal in 

transmission is defined as the transient absorption TtY 

of the photoexcited sample via 

"M 

Q_ 0J 

7= 960 ns 

-200 0 200 400 600 

Time / ns 
800 1000 

FIGURE 2. Bunch filling pattern at SLS. Trains of 390 
electron bunches with 2 ns spacing are followed by a 180 ns 
long empty section, in which a densely packed electron 
bunch is placed 30 ns before the start of the bunch train. 

Time/a.u. 

FIGURE 3. Data acquisition scheme employed at the 
microXAS beamline of the Swiss Light Source. A gated 
integrator measures sequentially the x-ray intensity at the 
chosen time delay At, the background signal ca. 250 JIS later, 
the x-ray signal of the unexcited sample after 500 JIS (each 
within the indicated shaded time windows), and a second 
background signal without x-rays (not shown, 250 jis after 
Iu). This acquisition scheme is repeated for several thousand 
times per data point. 

Ttr(E,At) = \n 
\ 

V unp J 

(1) 

with 7pum = /p(A0 - /bck(Af +250 (is) and 7unp = 

7U(500 (is) - /bck(500 (is +250 (is) being both the 

baseline (7bck) corrected photoexcited and unexcited x-

ray signals, respectively (see Fig. 3). 

The x-ray signals are measured simultaneously in 

transmission and fluorescence yield modes (Fig. 1), 

using the same data acquisition strategy for all 

detectors, as shown in Fig. 3. The transient signal in 

fluorescence mode Tn is defined via 

jfl 

Tn(E,At)=
 PUm 

•I
fl 

unp 

h 

(2) 

with /pun ,̂ 7unp
fland 70 being each baseline corrected as 

described above for transmission mode. Likewise, 

normalization of the unpumped spectra to the incident 

flux yields the static XAFS of the sample. 

This data acquisition scheme permits us to measure 

the corresponding signals for every single incident x-

ray pulse, and for each data point (e.g., during a XAFS 

energy scan) a few thousand single x-ray pulse 

intensities are analyzed in order to store the averaged 

value and its standard deviation into the computer. 

This treatment of the data permits us to assess the 

sensitivity of the experimental setup. Fig. 4 shows the 

pulse height distribution of 103 single x-ray pulses as 

recorded with the transmission APD and processed in 

the gated integrator. The measured width without 

beam (left) amounts to less than 20 % of the width 

32 

Downloaded 18 Feb 2007 to 128.178.84.174. Redistribution subject to AIP license or copyright, see http://proceedings.aip.org/proceedings/cpcr.jsp

70 ps FWHM

!

• Electrons in bunches, spacing ~ 2 ns 
•  Stability of electron beam (e-e scattering) requires     

~ 100 ps long bunches 
•  For femtosecond x-rays, create a transient short 

bunch...
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Slicing

1. Modulation 2. Separation 3. Radiation

Wiggler
UndulatorDispersive element(s)  

(e.g. bend magnets)
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Slicing

1. Modulation 2. Separation 3. Radiation

Wiggler
UndulatorDispersive element(s)  

(e.g. bend magnets)
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Slicing

!

• E-field of laser transverse to direction of propagation 
• Efficient energy exchange requires transverse 

component of electron momentum … undulator!
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Slicing

!

• E-field of laser transverse to direction of propagation 
• Efficient energy exchange requires transverse 

component of electron momentum … undulator!
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Slicing

dE/dt = F · v ⇥ 0
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Slicing

dE/dt = F · v ⇥ 0
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Slicing

1. Modulation 2. Separation 3. Radiation

Wiggler
Undulator

Dispersive element(s) 	


(e.g. bend magnets)
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Slicing

1. Modulation 2. Separation 3. Radiation

Wiggler
Undulator

Dispersive element(s) 	


(e.g. bend magnets)
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Free electron laser

Like slicing, but long undulator → positive feedback → 
microbunching

Initial facilities (LCLS, SwissFEL, EU-XFEL, ...)	


seeded by noise
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Free electron laser

λ

Spontaneous Superradiant

€ 

P = N P1

€ 

E = N E1
P = N 2 P1N ≈ 109
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Free electron laser
lo

g 

duration, lengthsaturation length ~ 10 Lgain

ga
in

 ~
 1

05

low gain exponential gain 
(high-gain linear regime) 

!

non-linear

Result:  coherent, bright, short (< 10 fs) x-ray pulses
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Free electron laser

!

• Photons per pulse: ~1012  
• Wavelength:  ~ 1-100 Å 
• Pulse duration:  ~ 10-100 fs (shorter “spikes”) 
• Rep rate:  highly variable, from ~ 10 Hz to ~ 1 MHz 

“bursts” 
• Collimation:   ~ 1-10 µrad divergence 
• Brilliance:  ~ 1020 ph/mrad2/mm2/0.1% BW/pulse  
• Spatially coherent 
• Stability poor (so far) (recall: ~105 for plasma source!!)
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Time-resolved diffraction
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“Indirect” control: 
!

Electronically induced symmetry changes
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Idea:  driving symmetry changes

• Electronic excitation changes free 
energy surface for ions 

• What if new surface has a 
different (lower) symmetry?

€ 

y = + −
b
2c

F(Tel) 

y 

Tel >Tc 

Tel =Tc 

Tel <Tc 

 b>0  

 b=0 

 b<0 

€ 

y = − −
b
2c

In the excited electronic states !Table I" the potential en-
ergy surfaces are flatter than the ground state potential en-
ergy surface !Fig. 2". As a consequence the phonon frequen-
cies are lower. In addition anharmonicity may further lower
the phonon frequencies.7,25 After the initial softening of the
A1g phonons, the frequency returns to its original value
within roughly 10 ps.7 We discuss the origin of this fre-
quency hardening by comparing our results and the experi-
mental results of Ref. 7, where the A1g phonon frequency has
been resolved in time. For the electronic entropy Se
=0.300 kB/atom !Table I" our calculated A1g phonon fre-
quency was 2.45 THz, the initial A1g frequency obtained in
Ref. 7. After 0.3 ps the A1g frequency in Ref. 7 increased to
2.52 THz. Our results indicated that at most 0.03 THz of this
increase can be explained by the anharmonicity of the poten-
tial energy surface !the harmonic frequency was 2.48 THz",
in agreement with experiments using two time-delayed pump
laser pulses10 that have shown that the frequency of the A1g
phonon mode averaged over five periods is the same within
1% independent of the amplitude of the oscillations for fre-
quencies as low as 2.65 THz. Instead a decrease of the elec-
tronic entropy to Se=0.260 kB/atom yielding an A1g fre-
quency of 2.52 THz is probably responsible for the
frequency increase observed in Ref. 7. The accompanying
decrease in the number of electron-hole pairs by 15% !cal-
culated at z=0.234" corresponds to a decay time of 1.8 ps,
which agrees well with the experimentally determined elec-
tronic background decay time of 1.78±0.08 ps, which is in-
dependent of the laser fluence.26 The loss of entropy of the
electrons near the surface is most likely due to diffusion of
hot electrons away from the surface region !the penetration
depth of the laser d#17 nm" and may also be partly due to
the exchange of heat of the electrons with the ions via
electron-phonon coupling, two processes that were not ex-
plicitly taken into account in our calculations.

We now consider the coupling between the A1g and the Eg
phonons. Figures 3!a" and 3!b" show the intensity of the

Fourier transform of the z coordinate of the atoms. Higher
harmonics of the main A1g peak at 2.52 THz, which have
also been observed experimentally,8 and which are a conse-
quence of the anharmonicity of the potential, are indicated.
For the initial velocity of the atoms in the x direction !coher-
ent Eg phonons" we chose a value that gave a peak-to-peak
amplitude !x=0.4!z, in agreement with Ref. 27. In Fig. 3!b"
it is clear from the peaks that are not higher harmonics of the
main frequency that there is a considerable coupling between
the A1g and Eg phonons. In Eq. !1" the A1g phonon mode
couples to x2+y2, a signal with double the Eg frequency,
2"!Eg". Accordingly an analysis of the x coordinate of the
atoms showed that the frequency of the highest peak induced
by the coupling between the A1g and Eg phonons, labeled
2Eg in Fig. 3!b", !3.32 THz" equaled 2"!Eg". Experimentally
this peak has been observed at 3.44 THz.12 So in our calcu-
lations "!Eg" was slightly lower than in the experiment,12

which is consistent with our ground state calculation. The
frequency of the peak labeled “Eg” in Fig. 3!b" !1.72 THz" is
given by 2"!A1g"−2"!Eg". Experimentally this peak has been
observed at 1.61 THz.7 Our value was slightly higher than in
the experiment7 because the calculated "!Eg" was slightly
lower. Note that in Ref. 7 this peak has been identified with
the Eg mode. However, since there is no coupling term linear
in x !y", and since the Eg mode produces modulations of the
A1g oscillations, it is clear that no peak of the power spec-
trum can have the frequency "!Eg", whereas the difference
2"!A1g"−2"!Eg" should be present. The fact that the “Eg”
peak has an intensity of only I!“Eg” "=7#10−7I!A1g" and
that it has nevertheless been observed experimentally7 indi-
cates that the laser-induced amplitude of the Eg mode is
probably larger than !x=0.4!z, which we used in our simu-
lation. According to Ref. 27 the relative Raman cross sec-
tions of the A1g and Eg modes are indeed temperature depen-
dent. The sensitivity of the results to the initial conditions is
further underlined by a calculation with !x=1.2!z, for
which we found I!“Eg” "=3#10−4I!A1g". Finally, we note

FIG. 2. !Color online" Potential energy surfaces for the ground
state !Te=1 mRy" and for excited electronic states !Te=17.6 and
22 mRy at z=0.234". Vertical arrows show transitions of the atoms
from the ground state to an excited energy surface. The A1g and Eg
phonon modes are indicated. On the surface labeled Te=22 mRy
the curvature in the x direction becomes negative when the atoms
are at their maximal displacement in the z direction. This negative
curvature is indicated by a light arrow.

FIG. 3. Fourier transforms !intensities" of the z coordinate of the
atoms for two different simulations: !a", !b" Te=16.2 and !c", !d"
Te=12.7 mRy at z=0.234. All curves have been convoluted with a
Gaussian with a full width at half maximum of 0.03 THz. The left
panels !a" and !c" show that the height of the peak labeled “Eg”
depends very sensitively on the laser fluence, which was twice
lower in !c" than in !a". Experimentally this has been shown in
Ref. 7.

LASER-INDUCED PHONON-PHONON INTERACTIONS IN… PHYSICAL REVIEW B 74, 220301!R" !2006"

RAPID COMMUNICATIONS

220301-3

[Zijlstra, Tatarinova & Garcia, PRB 74, 220301 (2006)]
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K0.3MoO3

!

• Quasi 1D Peierls 
system 

• Below 180 K 
incommensurate 
superlattice 

• Optical excitation 
excites coherent 
phonons related to 
transition 

[Tsai et al. Appl. Phys.Lett. 91, 022109 (2007)]

Anisotropic electronic structure in quasi-one-dimensional K0.3MoO3:
An angle-dependent x-ray absorption study

H. M. Tsai, K. Asokan,a! C. W. Pao, J. W. Chiou, C. H. Du, and W. F. Pongb!

Department of Physics, Tamkang University, Tamsui 251 Taiwan

M.-H. Tsai
Department of Physics, National Sun Yat-Sen University, Kaohsiung 804, Taiwan

L. Y. Jang
National Synchrotron Radiation Research Center, Hsinchu 300, Taiwan

!Received 18 January 2007; accepted 18 June 2007; published online 11 July 2007"

The electronic structure of quasi-one-dimensional !quasi-1D" blue bronze, K0.3MoO3, was
investigated by angle-dependent x-ray absorption near-edge structure !XANES" spectroscopy at O
and K K and Mo L3 edges along the quasi-1D MoO6 octahedron-chain direction, i.e., the b axis, and
the octahedron-in-plane direction, i.e., the d axis, well below its Peierls phase transition temperature
!180 K". The O K-edge XANES spectra indicate that the angle dependence of O 2p–Mo 4d
hybridization, especially those with the !* character, is more significant along the b axis than along
the d axis. Similar trend is also observed in the Mo L3-edge XANES spectra. The K K-edge XANES
spectra reveal anisotropic effect of hybridization of K 4p states with O 2p states on the MoO6
octahedron. © 2007 American Institute of Physics. #DOI: 10.1063/1.2756358$

Molybdenum bronzes belong to a class of solid oxides
with intense color and metallic luster.1 Of these, K0.3MoO3
!KMO" is a prototype blue bronze that exhibits quasi-one-
dimensional !quasi-1D" electron transport property and a
metal-semiconductor transition to a charge-density-wave
!CDW" phase at 180 K.1–4 Electrical, magnetic, and optical
properties are strongly anisotropic with quasi-1D behavior.
Hence, this material has been investigated using various ex-
perimental approaches to understand the origin of these
properties. Its electrical conductivity is an order of magni-
tude larger along the chain !b axis" than along the
octahedron-in-plane !d axis" direction and it is very sensitive
to the thermodynamical parameters.1–4 A detailed under-
standing of the direction-dependent electronic structure is
critical to elucidate the anisotropic behavior of KMO. Such a
study will also provide information on the electronic states of
O and Mo atoms and the role played by K atoms in its
anisotropic electronic properties, which has not been re-
vealed in previous experimental and theoretical
investigations.1–6

KMO has a centered monoclinic structure and contains
MoO6 chains with K atoms residing between adjacent
chains. KMO has 20 f.u. in a unit cell, which has ten dis-
torted MoO6 octahedra that share edges or corners in a clus-
ter !see Fig. 1"1,3,7,8 These clusters are connected through
three nonequivalent Mo sites in the KMO structure. The
Mo!1" octahedron shares its edges and corners with only the
Mo!2" and Mo!3" octahedra of the same unit cell. These
clusters are linked together by sharing corners along and per-
pendicular to the b axis and form into chains. There are two
nonequivalent K sites. The vector d=2c+a, where c and a
are the lattice parameters, is perpendicular to the b axis. The
unit cell in blue bronze is spanned by vectors b and d.7,8

When spectroscopic measurements are made along these two
axes, the anisotropy can be identified. X-ray absorption near-
edge structure !XANES" is an element specific probe that is
sensitive to local structure around the absorbing atom and to
the coordination geometry of its near neighbors. Linear
polarization-dependent XANES can be employed to probe
selectively the symmetry of the final states relative to the
various crystallographic directions. Duda et al.7 and Sing
et al.8 adopted this approach to understand the electronic
structure of KMO. Huang et al. investigated this compound
using the same technique, by varying the temperature and the
applied voltage, to elucidate O 2p–Mo 4d hybridized states
and the effect of the local atomic structure associated with
the dynamic CDW of KMO.9 This work uses angle-
dependent XANES spectroscopy to probe the electronic
structures at O, Mo, and K sites, along the b and d axes,
respectively, by the photoexcitation of electrons from dis-
crete core levels to states above the Fermi level. These mea-
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FIG. 1. !Color online" Crystal structure of the prototype blue bronze,
K0.3MoO3; nonequivalent Mo sites are denoted by Mo!1", Mo!2", and
Mo!3". The zigzag chain structure of K ions is also evident.
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Dynamics of incommensurate modulation

• Low fluence:  
coherent phonon 
in low-symmetry 
potential 

!

• High fluence: 
symmetry 
change  

!

• Anomalous 
damping 

[A. T. Huber et al.  PRL 113, 026401 (2014)]
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Dynamics of incommensurate modulation

• Time-dependent 
potential surface, 
relaxes as electrons 
equilibrate with lattice 

• Time-dependent 
damping rate 
!

!

[A. T. Huber et al.  PRL 113, 026401 (2014)]
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amplitude excitation branches emerge from the Kohn
anomaly. Is the mean-field-like scenario, observed in in-
commensurate insulators" and shown in Fig. 1(a), still
valid or does the decoupling between the phase and am-
plitude degrees of freedom already occur during the pre-
transitional Auctuations, as schematically illustrated by
Fig. 1(b), which summarizes recent numerical calcula-
tions of the dynamics of the Peierls chain?' Although
earlier neutron investigations of KCP (Refs. 13 and 14)
suggest the latter scenario, its basic features could not be
studied in detail because of the frozen dynamics probably
due to the intrinsic disorder present in this class of ma-
terials. Crystals of other 1D conductors like
tetrathiafulvalene-tetracyanoquinodimethane were too
small to allow a detailed investigation of the dynamics of
Peierls transition. ' ' In contrast, blue bronze, which
forms well-ordered single crystals of sizable volume and
which exhibits a well-defined Peierls transition, o6'ers the
opportunity of a complete study of the dynamics of the
pretransitional Auctuations and the collective excitations
of the CDW ground state.
The molybdenum blue bronzes Ap 3Mo03, where 2 is

a monovalent metal like K, Rb, or Tl are quasi-one-
dimensional conductors. ' They undergo at T, =183 K a
second-order Peierls metal-semiconductor phase transi-
tion toward a CDW-modulated structure characterized
by the wave vector q, =(1,2kF, 0.5), ' where the in-chain
component 2kF, close to —„', decreases slightly for increas-
ing temperatures. ' In its semiconducting phase blue
bronze shows interesting transport properties associated
with the sliding of the incommensurate CDW modulation
above a sharp threshold field. Such a CDW sliding has
been directly observed by Rb NMR in Rbp 3MoO3.

The spatial aspects of the pretransitional fluctuations
of the Peierls transition of Kp 3Mo03 have been measured
by x-ray diffuse scattering. In particular, it has been
shown that because of a sizable coupling along a+2c (in
the layers of Mo06 octahedra), the CDW fluctuations are
basically 2D from room temperature to about 200 K, the
temperature below which 3D critical fluctuations devel-
op. ' These x-ray diA'use scattering data have been
again analyzed in the classical limit and in the random-
phase approximation of the lattice fluctuations. From
the behavior of the 2kF CDW response function and the
in-chain CDW correlation length, the temperature depen-
dence of the susceptibility associated with the critical dis-
tortion u and electron-hole polarizability have been de-
duced. These findings wiH be considered later in the dis-
cussion of our neutron results.
Earlier neutron investigations of Kp 3Mo03 and

Rbp 3Mo03 above T, provide evidence of a Kohn anoma-
ly in a low-lying phonon branch. ' ' ' But the presence
of several phonon branches of low frequency makes its
assignment to a peculiar phonon mode particularly
difficult. It is not clear if the Kohn anomaly belongs to
an acousticlike or opticlike phonon branch. According
to the structural determination of the main directions of
displacement of the Mo(2) and Mo(3) atoms belowT„' ' it is probably polarized in the layers of Mo06
octahedra. Figure 2 shows some low-lying phonon
branches of Kp 3Mo03 with, in one of them, the critical
Kohn anomaly quite well developed at 230 K. A more
complete investigation of the dispersion of the low-lying
phonon branches of blue bronze will be the object of a
further publication. Earlier neutron studies' ' ' have
provided clear evidence of the softening of the Kohn
anomaly and the critical growth of a central peak in fre-
quency when the Peierls critical temperature T, is ap-
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FIG. 1. (a) Mean-field behavior of the frequency of the Kohn
anomaly (vz), the amplitude node (v&), and the phase mode (vz)
for the critical 2kF wave vector, as a function of the tempera-
ture. (b) Schematic representation of the temperature depen-
dence of the maxima in frequency (v;), full width at half max-
imum (Y;) of the response function S(2kF, v) of the Peierls
chain (adapted from the numerical simulations of Ref. 12).
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FIG. 2. Dispersion of some low-lying phonon branches of
Ko &MoO&. The location of the Kohn anomaly at 230 K is
shown by an arrow.

[Pouget et al. PRB 43, 8421 (1991)]
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FIG. 3. (color online). a) Time evolution of the normalized
SL diffraction peak intensity for increasing fluence F . The
dashed line in the higher fluence scan represents the satura-
tion background. Solid lines are fits according to the model
as described in the text. b) Evolution of the double-well po-
tential as assumed in the model after excitation. The grey
potential corresponds to the unperturbed CDW state (where
the excitation parameter η = 0), the green circle represents
the displacement along the structural coordinate of the Peierls
distortion. The transient quasi-equilibrium position after ex-
citation is labeled Xeq. c) Schematic of the inhomogeneously
excited crystal in the case of a high fluence excitation that
leads to η0 > 1 , the z-axis corresponds to the axis perpen-
dicular to the surface plane. d) Simulated diffraction signal
of a thin slice for certain values of η (at t = 0), where δL
corresponds to the laser penetration depth.

the value of η in the uppermost surface layer for t = 0,
and the relaxation time τdisp of the Peierls barrier, av-
eraged over all layers. The frequency νDW = ωDW/(2π)
in the equation of motion for the double-well potential
is determined by fits to the low fluence traces to be
νDW = 1.53 THz, in close agreement with the high tem-
perature bare phonon frequency of the phonon branch
displaying the Kohn anomaly [18].

In the transient regime after intense photoexcitation,
the damping parameter γ(t) can have several possible
physical origins. Electron-phonon coupling and lattice
anharmonicities should both contribute to the damping
of the motion along the distortion coordinate, but the

system is far away from equilibrium and possible mi-
croscopic scattering channels are not easily elucidated.
With a constant damping parameter, we cannot account
for the near full transient recovery of the PLD, followed
by a complete suppression after only one cycle. We thus
introduce a phenomenological time-dependent damping

term γ(t) = γasym
(

1− e−t/τγ
)2
, where τγ = 300 fs,

close to the fast relaxation timescale measured with op-
tical pump-probe spectroscopy [4]. We chose an expres-
sion as simple as possible, while still capturing the main
features of the data. As an asymptotic value we use
γasym = 2 ps−1, which is close to the damping con-
stant measured via neutron diffraction near the thermal
phase transition [18]. The timescale τγ could be related
to electronic relaxation processes after photoexcitation
[6, 33]. However, the unusual time dependent damping
could also be caused by anharmonic coupling in the tran-
sient regime, where eigenmodes are not well defined and
strong time dependent coupling effects might arise [7]. To
further elucidate the scattering mechanisms after intense
photoexcitation and to specify the damping mechanism
in the transient regime, emerging time-resolved diffuse
scattering techniques will be useful [35].
The model simulations agree well with the measured

data (see fig. 3 a), reproducing all critical details of
the evolution through all fluence regimes 1) excitation
of collective AM for low fluences → 2) no clear signa-
ture of AM and increased suppression of the PLD → 3)
transient recovery of PLD, followed by a complete sup-
pression of the PLD. In the intermediate fluence regime
(F = 1 mJ/cm2), the model seems to deviate more
from the measured data than in the low and high fluence
regime. This might stem from the fact that for intermedi-
ate fluences the signal contains comparable contributions
from layers that are excited above the melting threshold
as well as from layers where the AM is excited, result-
ing in a complicated beating structure. By contrast, for
fluences below and for fluences well above the melting
threshold, nearly exclusive contributions from the AM or
the overshoot, respectively, are measured.
It is important to note that within the framework of

this model, we rely on the assumption that the complete
structural dynamics associated with the CDW-to-metal
transition can be described as a coherent motion along
a single degree of freedom, namely the motion along the
coordinate of the Peierls distortion. Domain growth and
the creation of an incoherent phonon population leading
to a change in the Debye-Waller factor do not need to be
included in the phenomenological description to capture
all important features of the data [32].
The agreement with the model indicates that during

the ultrafast melting of a CDW, the structural dynamics
are determined by the properties of the high-symmetry
phase and not by the lattice modes of the initial state.
This has wide implications for the understanding of ma-
terials with a predominantly electronically driven PLD
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FIG. 2. (color online). Time evolution of the normalized peak
diffraction intensity of the (1 (4−qb) 0.5) reflection for a pump
fluence F = 0.3 mJ/cm2, well below the melting threshold of
the CDW condensate. The error bars correspond to photon
counting statistics. The solid line is a fit to the data using a
displacive excitation model, see eq. 1.

dynamics through the CDW-to-metal transition. The
amplitude of the coherent oscillation associated with the
AM first increases with increasing fluence, but at a flu-
ence F = 1 mJ/cm2 no clear signature of the AM can
be observed. The relaxation timescale of the SL peak
intensity increases to τdisp ≈ 10 ps and the measured
timescale of the inital drop of SL diffraction intensity
reduces to τdrop ≈ 100 fs, the experimental time reso-
lution. The SL diffraction intensity right after the ini-
tial drop for F = 1 mJ/cm2 reduces to approximately
0.5I0 and remains at this value for higher excitation flu-
ences. Similarly, the drop in SL diffraction intensity at a
time delay t = 3 ps remains at approximately 0.4I0 and
does not recover within the measured time window for
fluences above F = 1 mJ/cm2. We attribute the back-
ground level to contributions from unexcited volumes of
the sample resulting from surface steps of the cleaved
crystal [31]. The fluences for which the saturation back-
ground level is reached agree well with the fluences for
which in optical pump-probe spectroscopy coherent oscil-
lations associated with zone-folded modes were observed
to disappear [4].

For fluences well above this threshold, we observe a
transient recovery of the SL intensity, as demonstrated
by the data recorded at F = 2.1 mJ/cm2 and F =
3.7 mJ/cm2. After the initial suppression, the SL diffrac-
tion intensity recovers and peaks at t = 350 fs. Note that
when taking into account the finite time resolution of the
experiment, the recovered SL intensity at this time cor-
responds to nearly 80 % of the equilibrium SL diffraction
intensity.

To describe the coherent dynamics of the PLD in the
transient regime after photoexcitation (t > 0), we employ
a simple phenomenological model. Assuming that the

CDW in K0.3MoO3 is driven by Fermi surface nesting,
we introduce a fluence dependent double-well potential
[32, 33]:

V (x) =
1

2

(

η exp

(

−
t

τdisp

)

− 1

)

x2 +
1

4
x4, (2)

Here, η exp (−t/τdisp) describes the transient change in
the potential energy caused by laser excitation. The pa-
rameter η ∝ F is related to the suppression of electronic
order just after excitation, while τdisp specifies the time
scale of relaxation back to the initial potential. In an
unperturbed system η = 0 and the potential is parti-
tioned by a Peierls barrier. The system resides in one
of the minimum positions, corresponding to the equilib-
rium displacement along the structural coordinate of the
Peierls distortion (see fig. 3 b). The coherent structural
motion along this coordinate after photoexcitation can
then be determined by the following equation of motion:

1

ω2
DW

∂2

∂t2
x−

(

1− η exp

(

−
t

τdisp

))

x+ x3

+
2γ(t)

ω2
DW

∂

∂t
x = 0

(3)

where ωDW corresponds to the angular frequency of the
motion in the double-well potential. In the equation of
motion, we introduce a phenomenological damping pa-
rameter, which we will discuss later. In the low pertur-
bation regime (η ≈ 0) corresponding to small amplitudes
of the structural motion and a small reduction of the bar-
rier height, the results of the harmonic displacive model
(eq. 1) are reproduced. For fluences above the melting
threshold of the CDW condensate η ≥ 1, the CDW con-
densate is depleted, causing a nearly instantaneous col-
lapse of the Peierls barrier. Subsequently, the structure
evolves in a high-symmetry potential and overshoots into
the opposite side of the potential that was before parti-
tioned by the barrier, corresponding to a transient PLD
with the opposite phase.
To finally compare the experimental data to the model

simulations, we must take into account the inhomoge-
neous excitation profile of the single crystal sample. The
measured signal contains contributions from slices with
different excitation levels. We calculate the integrated
intensity I(t) measured by the detector by incoherently
adding the contribution of layers with thicknesses of
d = 10 nm at a certain distance z to the surface [34],

I(t) ∝
∑

∞

j ∆j

∣

∣F SL
j (t)

∣

∣

2
. Here, F SL

j (t) corresponds to
the structure factor of the j-th layer (see fig. 3 c) and
we weight its contribution to the measured signal with
∆j = exp(−2jd/δX) to account for x-ray absorption in
the crystal. To fit the data, we solve the equation of
motion (eq. 3) for each layer. The simulated signal re-
sulting from only one layer is depicted in fig. 3 d) ) for
selected values of η at t = 0. The only fluence depen-
dent parameters needed to fit the whole dataset are η0,
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FIG. 2. (color online). Time evolution of the normalized peak
diffraction intensity of the (1 (4−qb) 0.5) reflection for a pump
fluence F = 0.3 mJ/cm2, well below the melting threshold of
the CDW condensate. The error bars correspond to photon
counting statistics. The solid line is a fit to the data using a
displacive excitation model, see eq. 1.

dynamics through the CDW-to-metal transition. The
amplitude of the coherent oscillation associated with the
AM first increases with increasing fluence, but at a flu-
ence F = 1 mJ/cm2 no clear signature of the AM can
be observed. The relaxation timescale of the SL peak
intensity increases to τdisp ≈ 10 ps and the measured
timescale of the inital drop of SL diffraction intensity
reduces to τdrop ≈ 100 fs, the experimental time reso-
lution. The SL diffraction intensity right after the ini-
tial drop for F = 1 mJ/cm2 reduces to approximately
0.5I0 and remains at this value for higher excitation flu-
ences. Similarly, the drop in SL diffraction intensity at a
time delay t = 3 ps remains at approximately 0.4I0 and
does not recover within the measured time window for
fluences above F = 1 mJ/cm2. We attribute the back-
ground level to contributions from unexcited volumes of
the sample resulting from surface steps of the cleaved
crystal [31]. The fluences for which the saturation back-
ground level is reached agree well with the fluences for
which in optical pump-probe spectroscopy coherent oscil-
lations associated with zone-folded modes were observed
to disappear [4].

For fluences well above this threshold, we observe a
transient recovery of the SL intensity, as demonstrated
by the data recorded at F = 2.1 mJ/cm2 and F =
3.7 mJ/cm2. After the initial suppression, the SL diffrac-
tion intensity recovers and peaks at t = 350 fs. Note that
when taking into account the finite time resolution of the
experiment, the recovered SL intensity at this time cor-
responds to nearly 80 % of the equilibrium SL diffraction
intensity.

To describe the coherent dynamics of the PLD in the
transient regime after photoexcitation (t > 0), we employ
a simple phenomenological model. Assuming that the

CDW in K0.3MoO3 is driven by Fermi surface nesting,
we introduce a fluence dependent double-well potential
[32, 33]:

V (x) =
1

2

(

η exp

(

−
t

τdisp

)

− 1

)

x2 +
1

4
x4, (2)

Here, η exp (−t/τdisp) describes the transient change in
the potential energy caused by laser excitation. The pa-
rameter η ∝ F is related to the suppression of electronic
order just after excitation, while τdisp specifies the time
scale of relaxation back to the initial potential. In an
unperturbed system η = 0 and the potential is parti-
tioned by a Peierls barrier. The system resides in one
of the minimum positions, corresponding to the equilib-
rium displacement along the structural coordinate of the
Peierls distortion (see fig. 3 b). The coherent structural
motion along this coordinate after photoexcitation can
then be determined by the following equation of motion:

1

ω2
DW

∂2

∂t2
x−

(

1− η exp

(

−
t

τdisp

))

x+ x3

+
2γ(t)

ω2
DW

∂

∂t
x = 0

(3)

where ωDW corresponds to the angular frequency of the
motion in the double-well potential. In the equation of
motion, we introduce a phenomenological damping pa-
rameter, which we will discuss later. In the low pertur-
bation regime (η ≈ 0) corresponding to small amplitudes
of the structural motion and a small reduction of the bar-
rier height, the results of the harmonic displacive model
(eq. 1) are reproduced. For fluences above the melting
threshold of the CDW condensate η ≥ 1, the CDW con-
densate is depleted, causing a nearly instantaneous col-
lapse of the Peierls barrier. Subsequently, the structure
evolves in a high-symmetry potential and overshoots into
the opposite side of the potential that was before parti-
tioned by the barrier, corresponding to a transient PLD
with the opposite phase.
To finally compare the experimental data to the model

simulations, we must take into account the inhomoge-
neous excitation profile of the single crystal sample. The
measured signal contains contributions from slices with
different excitation levels. We calculate the integrated
intensity I(t) measured by the detector by incoherently
adding the contribution of layers with thicknesses of
d = 10 nm at a certain distance z to the surface [34],

I(t) ∝
∑

∞

j ∆j

∣

∣F SL
j (t)

∣

∣

2
. Here, F SL

j (t) corresponds to
the structure factor of the j-th layer (see fig. 3 c) and
we weight its contribution to the measured signal with
∆j = exp(−2jd/δX) to account for x-ray absorption in
the crystal. To fit the data, we solve the equation of
motion (eq. 3) for each layer. The simulated signal re-
sulting from only one layer is depicted in fig. 3 d) ) for
selected values of η at t = 0. The only fluence depen-
dent parameters needed to fit the whole dataset are η0,
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pulse generates abþ (green) domains as at t ¼ 1:2 psec.
Subsequently stripes of bcþ (red) and bc# (blue) domains
emerge after the pulse ends at t ¼ 2 psec, and the chiral-
ities Ci;j oscillate in each domain between !ij ¼ 0$ and
!ij ¼ 180$ as seen in 2< tðpsecÞ< 3:4. Among the spi-
rally ordered spins, those directing (nearly) along the
propagation vector cannot flip and become nodes of the
spin oscillations to form the chirality domains. At last (t ¼
6 psec) the system gradually gets settled in the bcþ state.

Finally we discuss conditions for the chirality switching.
First, the switching occurs only at a frequency of the higher-
energy electromagnon resonance (!' 2:1 THz in the
present case), and does not occur at the lower-energy peak
(!' 1 THz). Second, we need a rather large peak height of
the pulse, jE0j * 10 MV=cm, in the present simulation.
Experimentally maximum peak height exceeding
100 MV=cm is available for 10–72 THz [24], but below
3 THz, it reaches only '1 MV=cm at present. We expect
that the optical pulse with jE0j * 10 MV=cm at '2 THz
will be realized in the near future. Importantly there are
optimal ranges of the electric strength jE0j, and a larger jE0j
cannot necessarily induce the switching. This can be under-
stood as follows. To achieve the chirality reversal, for
instance, from ! ¼ 180$ (bc#) to ! ¼ 0$ (bcþ), the chi-
rality vector oscillating around the energy minimum at ! ¼
90$ (abþ) should be in the range 0

$ < !< 90$ when E is
reversed fromEaðtÞ> 0 toEaðtÞ< 0 in order to fall into the
another minimum at ! ¼ 0$ (bcþ) instead of ! ¼ 180$

(bc#). Thismeans thatwe need to adjust depth of the energy
minimum of abþ at t ¼ t2 by tuning the strength of E0 in
order to synchronize the timing between the chirality oscil-
lation and the reversal of E. Therefore, the switching

processes show highly nonlinear behaviors with respect to
strength and shape of the pulse. In addition, if we adopt a
negative E0 in Eq. (4), the lowest-lying state at t ¼ t2
becomes ab# with ! ¼ 270$. Then the chirality reversal
occurs via ab# instead of abþ. The chirality flops to ab#
from bc( become also possible for a slightly weaker jE0j.
Relationships between the switching processes and the sign
of E0 are summarized in Fig. 4(b).
To summarize, we have theoretically studied the ultra-

fast optical switching of spin chirality by exciting the
electromagnons in a multiferroic Mn perovskite. We have
revealed that the oscillating E component of the light
activates the collective rotations of the spin-spiral planes
with a THz frequency via the ME coupling, and their
inertial motions result in chirality reversal or flop. It has
been shown that by tuning strength, shape and length of the
pulse, the spin chirality is controlled at will.
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ored arrows).
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Experiment concept
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Fig. 1. (A) The magnetic structure of TbMnO3 below 27 K. The spins of the Mn 3d shells (black 
arrows) form a spiral propagating within a (bc) crystallographical plane. For better clarity, the 
oxygens are depicted in the form of gray octahedra around the Mn atoms (blue spheres). (B) 
Schematic of the experimental setup. The sample was pumped with a THz pulse resonant with 
the strongest electromagnon (THz spectrum of TbMnO3 (25) is displayed in the lower inset). The 
sample response was measured using the x-ray pulse resonant with the Mn L2 edge (see higher 
inset for the XAS spectrum of the (0q0) diffraction peak). The diffraction peak is shown as 
recorded on the CCD camera.  

 
  

Pump electromagnon with THz, watch spins with resonant x-ray 
diffraction
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X-ray pulses: probe spin order

• (0q0) reflection at Mn L-edges:  
only magnetic order 

• Experiment at LCLS 
• Pulses of < 80 fs duration 
• Time-stamping for                      

< 250 fs resolution 

[Beye et al. Appl. Phys. Lett. 100, 121108 (2012)]
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Experiment team: TbMnO3
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Results:  coherent electromagnon

• E-field of THz → coherent spin 
response 
!

• Measured spin response 
delayed by half cycle 
!

• Response suppressed in non-
multiferroic phase 
!
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Analyzing the motion

⇒ 4.2 ± 0.4 degree rotation 
!           of spin planes

10 
 

 
Fig. 3.  Spin-motion patterns analyzed to interpret the time-dependent data. Schematics on the 
left illustrate the movements of spins, where black (color) arrows denote the direction of spins in 
the ground (excited) state. Plots on the right show calculated (0q0) peak intensity assuming the 
azimuthal angle of 45q. (A) Antiphase oscillation within the spin-spiral plane, parameterized 
using the electromagnon coordinate M. (B) Coherent rotation of the spin-spiral plane about the 
crystallographic b axis, parameterized with the angle of rotation M’. 
  

In-plane rotation Rotation of spin planes

Even function Odd function

[T. Kubacka et al., Science 343, 1333 (2014)]
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Summary

• Blue bronze:  time-
dependent free energy + 
damping 
!

• TbMnO3:  Direct excitation 
of coherent electromagnon 
• See actual spin motions 
• Outlook:  switching? 
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ESB station at SwissFEL

§ Hard x-ray (4-12.4 keV) 
§ Time resolution to 10 fs 
§ Optimized THz pumping 
§ Support for low-T, high-B

Appendix A.2

FIG. 9: Proposed experimental stations for SwissFEL ARAMIS ES-B:

Top left panel: (1) trXRD: general purpose heavy load sample manipulator [equipped with XPP

chamber (UHV cryo chamber, T = 10-700 K)];

Top right panel: (2) trRXRD: heavy load diffractometer [equipped with polarization analyzer on

detector arm and with SC magnet 10-14(17) T] [courtesy: J. Strempfer (DESY) and S. Griessel

(Huber GmbH)];

Bottom panel: (3) trRIXS: compact RIXS spectrometer arm [equipped with diced crystal ana-

lyzer and 1D Gotthard strip detector] and high pressure cell[installation prior to construction of a

dedicated trRIXS-spectrometer; design: S. Coburn, B. Leonhardt and J. Hill (BNL)].

58

[G.  Ingold, P. Beaud]


