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Consolidate HPC resources & platforms
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How do you make your HPC resources more versatile?

1. Shape your infrastructure
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+ Containers!

2. Embrace new technologies and expand the applications that can run on 
infrastructure 



What is a container?
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https://www.docker.com/what-container



Docker

§ The most used container technology
§ Allows users to run the full workflow on their own computer

§ But it has some caveats:
§ No integration with workload managers
§ No user isolation (on shared filesystems)
§ Requires daemons everywhere
§ Not designed for diskless clients
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Code Build Test Package Run

‘Relaxed’ security model



Shifter

§ Open source technology (BSD-like)
§ Built for HPC centers, in particular for Cray systems
§ Allows users to run the full workflow on their own computer and then ship it to a large 

supercomputer without changes

§ This solves most limitations with Docker
§ Integrates with workload managers
§ User isolation on shared filesystems
§ No daemons
§ Designed for diskless clients
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ShifterDocker

Code Build Test Package Ship Run

Own computer HPC



Singularity

§ Open source technology (BSD-3)
§ Allows users to run the full workflow on their own computer and then ship it to a large 

supercomputer without changes
§ Permits to build the workflow on a supercomputer

§ This solves most limitations with Docker
§ Can integrate with workload managers (Slurm)
§ User isolation on shared filesystems
§ No daemons
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SingularityDocker or Singularity

Code Build Test Package Ship Run

Own computer HPC



Containers @ CSCS

§ Shifter integrates seamlessly with our Cray Systems
§ It is the natural choice for us
§ Three container types:

§ Third party container (user defined)
§ CSCS-sanctioned containers (anything ethzcscs/ or cscs/)
§ Standard containers (OS, Python, i.e. centos/ or python3/)

§ Containers are hardware- and platform-agnostic by design
§ How do we go about accessing specialized hardware like GPUs?
§ What about MPI?

§ CSCS and NVIDIA co-designed a solution that provides direct access to the GPU
§ CSCS extended design to the MPI stack
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GPU access with Shifter

§ CSCS and NVIDIA co-designed a solution that provides:
§ Direct access to the GPU device characters
§ Automatic discovery of the required libraries at runtime
§ NVIDIA’s DGX-1 software stack based on this solution
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$ nvidia-docker run ethcscs/dockerfiles:cudasamples8.0 ./deviceQuery
./deviceQuery Starting...
CUDA Device Query (Runtime API) version (CUDART static linking) 
Detected 1 CUDA Capable device(s) 
CUDA Driver Version / Runtime Version 8.0 / 8.0 
[...]
deviceQuery, CUDA Driver = CUDART, CUDA Driver Version = 8.0, CUDA Runtime 
Version = 8.0, NumDevs = 1, Device0 = GeForce 940MX
Result = PASS 

$ shifterimg pull ethcscs/dockerfiles:cudasamples8.0
$ salloc -N 1 -C gpu
$ srun shifter –-image=ethcscs/dockerfiles:cudasamples8.0 ./deviceQuery

./deviceQuery Starting...
CUDA Device Query (Runtime API) version (CUDART static linking) 
Detected 1 CUDA Capable device(s) 
CUDA Driver Version / Runtime Version 8.0 / 8.0 
[...]
deviceQuery, CUDA Driver = CUDART, CUDA Driver Version = 8.0, CUDA Runtime 
Version = 8.0, NumDevs = 1, Device0 = Tesla P100-PCIE-16GB
Result = PASS 



MPI with Shifter 

§ CSCS has extended MPI support, based on the MPICH Application Binary 
Interface (ABI) compatibility

§ The MPI library from the container is swapped by the Shifter runtime
§ The ABI-compatible MPI from the host system is checked automatically

§ Hardware acceleration is enabled
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$ srun -n 2 shifter --mpi --image=osu-benchmarks-image ./osu_latency



MPI with Shifter - OSU benchmark 

§ Host MPI:
▪ Cray MPT 7.5.0
▪ Cray Aries Interconnect 

§ Container MPI: 
§ MPICH v3.1 (A) 
§ MVAPICH2 2.1 (B)
§ Intel MPI Library (C) 

§ Native performance 
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$ srun -n 2 shifter --mpi --image=osu-benchmarks-image ./osu_latency



Container image utilization on Piz Daint
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Up to 350.000 
lookups!

From 2017-06-27 to 2017-10-23



More statistics!
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• Constant rate of image pulls à users are 
utilizing and generating new images

• About 5000 activations/day
• Any given day, about 10% of the jobs run in a 

container



A practical, not so HPC example: LHConCRAY

This work has been supported by the Swiss National Science Foundation



CERN Large Hadron Collider (LHC) Experiments 
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The Large Hadron Collider (LHC) with its four detector experiments (ATLAS, CMS, LHCb and ALICE) sits in a 
27-km-long (~17 miles) circular tunnel, 100m below the ground at the European Organization for Nuclear 
Research (Cern) on the French-Swiss border, north of Geneva.
(cern.ch)



Worldwide LHC Computing Grid (WLCG) 

§ Tier 0 (CERN and Hungary)
§ safe-keeping of the raw data (first copy=$$$$$$$$$$?) first pass reconstruction
§ distribution of raw data 
§ reconstruction output to the Tier 1s reprocessing of data during LHC down-times

§ Tier 1 (13 centers)
§ safe-keeping of a proportional share of raw and reconstructed data
§ large-scale reprocessing and safe-keeping of corresponding output
§ distribution of data to Tier 2s 
§ safe-keeping of a share of simulated data produced at these Tier 2s

§ Tier 2 (~ 150 centers)
§ specific analysis tasks 
§ proportional share of simulated event production and reconstruction

§ Tier 3
§ Local access cluster, no formal agreement with WLCG
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http://wlcg-public.web.cern.ch/tier-centres



LHConCRAY – the problem

§ CSCS runs Phoenix, a dedicated infrastructure holding the Swiss Tier-2 for three 
experiments: ATLAS, CMS, LHCb

§ The main objective is to be able to run Tier-2 workflows on Piz Daint
§ Without changes on the original workflows
§ With equivalent functionality and performance to the dedicated system (Phoenix)

§ There are many differences between Cray XC systems and clusters with several limiting 
factors (CVMFS, network protocols, etc.), but the first and most important one is that 
WLCG software stack and middleware is certified for RHEL-compatible only operating 
systems

§ How do you run only RHEL-compatible software on Cray Linux Environment? (based on 
SLES12)
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LHConCRAY – the solution

§ Containers!

§ We created a Docker image based on CentOS 6.9 (cscs/wlcg_wn, available in 
Dockerhub) that has everything that WLCG jobs require from the OS

§ Each WLCG job runs within the boundaries of its own container using shifter 
and Slurm’s limits/cgroups

§ As a result of the project, today Piz Daint runs production WLCG jobs without 
modifications and with similar performance to those in Phoenix
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LHConCRAY – more statistics! 

§ ATLAS

§ CMS

§ LHCb
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Conclusion



Conclusion

§ Containers can help users to code, test, deploy and validate their applications on 
multiple platforms with minimal overhead
ü GPU 
ü MPI
ü Almost anything else

§ HPC centers can use this technology to make more versatile and usable platforms, 
reaching beyond classic HPC applications
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But containers are not a replacement for all HPC 
workflows, they’re not the solution to everything!



Some of our users love to use containers
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Thank you for your attention.


